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Abstract

This dissertation presents the first direct limit on the t quark lifetime, measured

in tt̄ pair production candidate events from a 318 pb−1 sample of p + p̄ collisions

recorded by the Collider Detector at Fermilab (CDF). Candidate events are identified

by a leptonically decaying W± boson and three or more jets, at least one of which

contains a secondary vertex. In each event we measure the transverse track-to-beam

displacement (impact parameter) of the lepton from the W± decay, and compare

the distribution to templates constructed from tt̄ event simulations with a variable t

lifetime. Anticipated background distributions are measured with a combination of

Monte Carlo event simulation and control samples, and included in the templates.

We determine the following limits:

cτt < 52.5µm @ 95% C.L.

cτt < 43.5µm @ 90% C.L.

We thus conclude that the top mean lifetime is less than 145 fs (175 fs) at 90%

(95%) C.L.
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Chapter 1

Introduction

In this thesis we describe the first direct measurement of the top (t) quark lifetime,

performed with the Collider Detector at Fermilab (CDF) at the Tevatron collider.

This measurement addresses two important hypotheses of contemporary high-energy

physics: the interpretation of the top quark candidates observed in Tevatron collisions

as the weak isospin partners of b quarks, and the prediction of the standard theory of

elementary particle interactions that τt < 10−24 s. Our measurement, τt < 1.8×10−13

s, demonstrates that the lifetime of top quark candidates produced in p+p̄ interactions

is consistent with that of theoretical t quarks.

1.1 Making and finding top

The story of t begins in the early 1970s, when the idea that quarks come in pairs

was first introduced [1]. Only three quarks (u, d, and s) were known at the time, and

the subsequent discovery of the predicted c quark was convincing validation of the

1
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theory [2]. When the b quark was discovered in 1977 [3], it thus implied the existence

of yet another quark, the t.

Top was finally detected in experiments at the Fermilab Tevatron in 1995 by the

CDF and DØ collaborations [4]. At the contemporary Tevatron, protons accelerated

to 980 GeV are directed by magnetic fields to collide with antiprotons accelerated

to the same energy. These collisions take place at the center of the CDF and DØ

detectors, so that the properties of the particles produced in the reaction can be

recorded by various instruments. In a very small fraction of the proton-antiproton

collisions, constituents of the proton and antiproton annihilate and pairs of top quarks

are produced. This process is depicted schematically in Figure 1.1.

� P̄

t

P

t̄

Figure 1.1: Schematic diagram of t and t̄ quarks being produced in a proton-
antiproton collision.

According to our theoretical understanding, when each t quark decays, it almost

always produces a W± boson and a b quark. The latter quickly forms a jet of nearly

collinear particles in a narrow cone. The W± boson can decay in many ways: lepton-

ically to an electron, muon or tau lepton and a neutrino, or hadronically to a pair of

quarks which also form jets. Top quark candidates were first found by searching for

W± bosons decaying to electrons or muons, produced in association with jets. Now

top quarks are reconstructed with every kind of W± decay.

Both CDF and DØ have made several measurements of the production rate of t
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quark pairs in pp̄ collisions. The most precise measurements generally use the same

event topology used to discover t: events with electrons or muons and multiple jets.

The experiments have also studied the relative probability of different decay modes

in top pair events, and the polarization of the W± produced in top decay. So far

none of these measurements conflict with the claim that the top candidate events

at the Tevatron represent the pair-production of a theoretical t quark. Theoretical

calculations also predict the probability of producing t or t̄ quarks alone via a weak

interaction between quarks in the proton. This process is very rare and has never

been observed, so the strength of the weak interaction for t quarks has not yet been

experimentally verified.

1.2 Is the lifetime short?

An elementary particle like the top is identified by its intrinsic quantum numbers

and its interactions. The probability that a particle decays is generally increased by

each kind of interaction it participates in, as long as that interaction enables a decay

that conserves energy. This makes measuring the lifetime of an elementary particle

a good way to identify it, since this lifetime is simply the inverse of the probability

that it decays. If the current theory of particle interactions is correct about the

number of quarks and their weak interactions, the top quark lifetime cannot be longer

than 10−24 s. This extremely short lifetime cannot be observed at the Tevatron by

directly measuring time intervals or flight distances, which is the method used in

this dissertation. Hence the result of this experiment, which is consistent with zero

lifetime, does not contradict the standard theory.
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Simple extensions to the standard model in which there are more than six species

of quarks can accommodate top lifetimes as long as 10−22 s. These lifetimes are still

very short and do not correspond to top flight distances which could be distinguished

from zero with the experimental apparatus used in this measurement. In fact, if the

data were inconsistent with zero top lifetime, the more natural explanation would

either be an impostor particle which we have mistaken for the top quark, or the

creation of heavier, long-lived particles decaying to top quarks. These scenarios are

also unexpected, but easier to reconcile with the overwhelmingly successful existing

model.

1.3 Detecting “large” top lifetimes

The top quark production process depicted in Figure 1.1 occurs at one geometric

point within the CDF detector, termed the collision point. The t quarks subsequently

decay, each producing a W± boson and a jet with very high energies. The velocity

of the top quark in the laboratory, in units of the speed of light (c), averages around

0.6 c, while the average W± velocity exceeds 0.7 c and the much lighter b typically

travels faster than 0.99 c. The W± average lifetime is formally 7× 10−25 s – it decays

where it is produced, while the b quark typically decays later, after traveling a few

millimeters in the laboratory. This process is shown in Figure 1.2. Because few known

interactions besides top quark production create pairs of W± bosons and b quarks,

we can use these “signatures” to identify collisions in which t quarks were produced,

and study the decay positions of particles in these events.

We choose events in which one W± decays to a single lepton and a neutrino. The
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q̄′

b̄

t t̄

Figure 1.2: Schematic diagram of the observable decay products in a tt̄ production
event.

lepton interacts with sensors as it travels away from the W± decay point, leaving a

trail of signals in the detector (Figure 1.3). The neutrino, which has a very small

probability of interacting in the detector, is not observed. From the positions of the

activated sensors, the lepton’s path can be reconstructed. If the top quark traveled

away from this interaction point before it decayed, this path will not intersect the

collision point. By measuring the distance between the collision point and the lepton’s

path, we estimate the average top quark flight distance.

1.4 Overview of the thesis

As described above, the measurement technique of this dissertation entails deter-

mining the lepton track distance from the interaction point. This distance is tested

against various hypotheses: that the lepton was produced from a normal t decay, that

it was produced in an anomalous (long-lived) t decay, or that it was produced by an

unrelated process. In fact, the comparison is made statistically for the entire sample

of top event lepton tracks. The probability of measuring a distance d for a single

lepton candidate is

Prob(d; cτ) = (ptt̄)Probt(d; cτ) + (1− ptt̄)Prob !t(d) (1.1)
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x

y

activated sensors 

W decay position

extrapolated track position

lepton path

neutrino path

Figure 1.3: Illustration of the W± decay products, showing the method for measuring
the W± decay position.

where ptt̄ is the probability that the lepton came from a tt̄ event, Prob(d; cτ) is the

probability of observing a distance d in a tt̄ event given the top lifetime cτ , and

Prob !t(d) is the probability of observing a distance d in a non-tt̄ event from the data

sample. Hence we must determine the functions Prob !t(d) and Probt(d; cτ), and the

probability ptt̄.

For a collection of n similar leptons, the probability of observing the distances

{d(1), d(2), . . .d(n)} is
∏n

i=1 Prob(d(i); cτ). This total probability is also only a func-

tion of the supposed top mean lifetime cτ , and it will be largest at some specific

value of cτt which is typically close to the true t lifetime. Collecting the distances

{d(1), d(2), . . .d(n)} and determining the unknown components of Equation 1.1 are

thus the primary tasks of this lifetime measurement. In determining these compo-

nents, we are also examining an important collection of top candidate events from a
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new perspective.

In Chapter 2 we discuss the theoretical context of this measurement. We then de-

scribe the experimental apparatus (Chapter 3) and our analysis tools (Chapter 4), and

the selection of top candidate events that provide the distances {d(1), d(2), . . .d(n)}

(Chapter 5). In Chapter 6, we describe the primary backgrounds, or physics processes

other than tt̄ production that may produce interactions which we erroneously select

as top events. This study allows us to calculate ptt̄. In Chapter 7 we describe the

expected result of the distance measurement for collections of top events and back-

ground events, and thus parameterize Probt(d; cτ, σd) and Prob !t(d; σd). Chapter 8

contains a discussion of the results and the properties of the combined probability

function
∏n

i=1 Prob(d(i); cτ).

Some appendices are provided. The first describes the characteristics of an im-

portant background to t → W±b events with leptonic W± decays, and explains a

simple method of measuring the number of tt̄ events in the data sample when this

background event probability is unknown. This method is used in Chapter 6. The

second describes another background measurement used in Chapter 6: the number

of tt̄ candidate events with electrons that were created by photons rather than W±

bosons. The last appendix describes an experimental control rather than a back-

ground calculation. To demonstrate the effectiveness of our methods using a known

lifetime signal, we perform the first hadron collider measurement of the tau lepton

mean lifetime. This is in many respects similar to the top quark mean lifetime mea-

surement, but measures a non-zero result (cττ = 285 fs) which is consistent with other

tau lifetime measurements from more sensitive experiments [5].



Chapter 2

Theoretical Predictions

In this chapter we outline a theoretical model of top quark interactions, and

present the indirect evidence that τt < 10−24 s. We also briefly describe the strong

interactions of a hypothetical long-lived heavy quark. In the concluding section, we

describe another theory which could explain an anomalous lepton track d0 distribu-

tion in tt̄ candidate events, without modifying the current interpretation of t decay

phenomenology.

In the context of this thesis, there are two meanings for the term t quark. The

first meaning denotes a quantum state with undetermined mass which is the third-

generation up-type quark, expected to decay primarily to b quarks, while the other

denotes an empirical object: the particle with a reconstructed mass of around 175

GeV/c2, pair-produced in p + p̄ collisions at the Fermilab Tevatron. Part of the

purpose of this thesis is to test whether these two objects are equivalent. In this

chapter the notation t or “top” refers to the theoretical object, and “top candidate”

to the observed phenomenon.

8
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2.1 Dynamics of the t quark

Our theoretical model for t dynamics is a relativistic spinor field operator with

interactions determined by the SU(3)color × SU(2)weak × U(1)hypercharge gauge theory

known as the Standard Model [6, 7]. We denote this field operator by Ψt(x). In the

Standard Model, the left-handed helicity projection Ψt
L transforms non-trivially under

each of the three gauge groups, as shown in Table 2.1. The right-handed counterpart

Ψt
R is an SU(2)weak scalar, but otherwise transforms like Ψt

L.

Surprisingly, although they are symmetry operations, the SU(2)weak gauge trans-

formations of the Standard Model mix fields with distinguishable equations of motion

(consequences of this symmetry breaking are discussed in Section 2.1.2.). Hence the

top weak doublet is usually treated as multiple interacting fields: we will distin-

guish between the T3 = +1
2

electroweak eigenstate (Ψt) and the one with eigenvalue

T3 = −1
2

(Ψb′). The gauge index structure of our notation is made explicit in Table

2.1.

Color SU(3) Weak SU(2) Hypercharge U(1) Ψt
r

Ψt
g

Ψt
b


L

,

 Ψt
r

Ψt
g

Ψt
b


R

(
Ψt

L

Ψb′
L

)
,Ψt

R Ψt
L, Ψt

R

Table 2.1: Transformation properties of the top field under the Standard Model gauge
symmetry groups. Lorentz transformations mix the helicity eigenstates Ψt

L and Ψt
R.

2.1.1 Production

The chromodynamic interaction term involving the t quark and the eight SU(3)color

gauge fields (gluons) can be represented by the Feynman diagram in Figure 2.1. There
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�g
t

t

Figure 2.1: Feynman diagram representing the t-gluon interaction term which is
responsible for almost all t production at the Tevatron.

�
q (p1)

q̄ (p2)

t (p3)

t̄ (p4)

�
g (p1)

g (p2)

t

t̄

�
g

g

t

t̄

�
g

g

t

t̄

Figure 2.2: Feynman diagrams for leading-order t production processes at the
Tevatron.

are five other quarks that transform like t under the SU(3)color symmetry, so they are

all coupled to the gluon fields and a similar diagram exists for each of them. There

are also diagrams that only involve gluons. Combining these vertices to represent

leading-order transition matrix elements (Figure 2.2), we can describe the production

of tt̄ at the Tevatron.

Quark-antiquark and gluon-gluon scattering Neglecting all masses except for

the top mass (mt), the differential cross section corresponding to the leftmost diagram

can be expressed in terms of ŝ ≡ (p1 + p2)
2, t̂ ≡ (p1 − p3)

2, and û ≡ (p1 − p4)
2 as [8]:

dσqq̄→tt̄

dt̂
=

4πα2
s

9ŝ2

(û−m2
t )

2 + (t̂−m2
t )

2 + 2m2
t s

ŝ2
. (2.1)
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Integrating over the angular phase space, where (t̂ − m2
t ) ranges between −ŝ

2
(1 +√

1− 4m2
t /ŝ) and −ŝ

2
(1−

√
1− 4m2

t /ŝ), the total cross section for qq̄ → tt̄ is

σqq̄→tt̄ =
8παs

27ŝ

√
1− 4m2

t

ŝ

(
1 +

2m2
t

ŝ

)
(2.2)

above the threshold
√

ŝ = 2mt. The cross-section is maximal at
√

ŝ = 5.8m2
t . For the

three gluon diagrams, the total cross section is1 [8]:

σgg→tt̄ =
πα2

s

3ŝ

(1 +
4m2

t

ŝ
+

m2
t

8ŝ

)
ln

1 +

√
1− 4m2

t

ŝ

1−
√

1− 4m2
t

ŝ

−
(

7

4
+

31

16

4m2
t

ŝ

)√
1− 4m2

t

ŝ

 .

(2.3)

Hadron-hadron scattering These qq̄ and gḡ interaction cross-sections do not

predict the size of the top dataset collected at CDF, because the Tevatron beams do

not resemble free quark or gluon (generically, parton) momentum eigenstates. There is

no way to accurately expand the scattering process p+ p̄ → tt̄+X using perturbation

theory alone. Instead, the overlap between the incoming bound states and the free

parton momentum eigenstates must be determined another way.

Since we know the characteristics of the p and p̄ beams at the Tevatron – the center

of mass energy
√

s is 1.96 TeV – we simply need to find the probability that a parton

q carrying a fraction x of the hadron’s momentum will take part in the collision. The

1Here we integrated

dσgg→tt̄

dt̂
=

πα2
s

8ŝ

(
6
ŝ2

(t̂−m2
t )(û−m2

t ) +
4
3

(û−m2
t )(t̂−m2

t ) + 2m2
t (t̂ + m2

t )
(t̂−m2

t )2

+ 3
(t̂−m2

t )(û−m2
t ) + m2

t (û− t̂)
ŝ(t̂−m2

t )
+

4
3

(û−m2
t )(t̂−m2

t ) + 2m2
t (û + m2

t )
(û−m2

t )2

+ 3
(t̂−m2

t )(û−m2
t ) + m2

t (û− t̂)
ŝ(û−m2

t )
− m2

t (s− 4m2
t )

2(t̂−m2
t )(û−m2

t )

)
over the same range.
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probability naturally depends on the parton species. It also depends slightly on the

momentum transfer in of the tt̄ production process, because the hadron structure

appears increasingly complex to finer probes. The probabilities for every light parton

type have been experimentally determined by simultaneously fitting hadronic inter-

action data from many sources [9]. The parameterizations we use to model the initial

state for this measurement have the general form [10]:

xf(x, Q2) = c1x
c2(1− x)c3ec4x(1 + ec5x)c6 (2.4)

where Q2 ' t̂ is the momentum transfer scale. We call f(x, Q2) the parton distribution

function, written fq(x, µ2) for a parton of type q. These functions represent an integral

over collinear gluon radiation and pair-production processes within the proton, so the

scale Q2 can be understood as the transverse momentum cut-off of this integral. The

antiproton parton distribution function is simply related to the proton’s: f p̄
q = fp

q̄ .

The cross section for colliding protons and anti-protons at a squared center-of-

mass energy s, to produce t quarks is then∫
dxg1dxg2fg(xg1 , Q

2)f p̄
g (xg2 , µ

2)σgg→tt̄(xg1xg2s)+∑
{q}

∫
dxqdxq̄fq(xq, Q

2)f p̄
q̄ (xq̄, Q

2)σqq̄→tt̄(xqxq̄s) (2.5)

where {q} ≡ {u, d, s, c, b}. The convolution above has been performed with σqq̄→tt̄+X

and σgg→tt̄+X calculated at next-to-leading order (NLO) with some next-to-next-to-

leading order (NNLO) correction terms [11]. Because of the large top mass and the

shapes of f(x, Q2) shown in Figure 2.3, the gluon contribution is much smaller than

the quark annihilation contribution at
√

s=1.96 TeV. The value of the total cross

section as a function of the top mass is shown in Figure 2.4.
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Figure 2.3: Parton distribution functions evaluated at the scale µ = 100 GeV, plotted
on a log-log plot [9]. At the threshold for tt̄ production at the Tevatron, fg(xg, µ

2) is
subordinate to the quark parton distribution functions.

2.1.2 Decay

As noted in the introduction to this section, although SU(2)weak transformations

correspond to a gauged symmetry of the Standard Model, transforming Ψt produces

a field operator for a quark state with different interactions than t. This symmetry

breaking is an artifact that appears in the specific vacuum solutions of the full, sym-

metric theory [14]: the Standard Model includes one fundamental scalar which is an

SU(2)weak doublet and plays a central role in the organization of matter.
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Figure 2.4: Prediction of the total p + p̄ → tt̄X cross section at
√

s = 1.96 TeV as a
function of mt. The solid line is the calculation at NLO; the dotted and dashed lines
are approximate NNLO results using different kinematic approximations [12, 11]. The
datapoint represents the best combined CDF measurements [13].

The scalar doublet φ(x) ≡
(

φ+(x)

φ0(x)

)
couples non-universally to the fermions; the

quark interaction terms are:

∑
ij

(
Y u

ij (Ψ
u(i)
L · σ2φ

†)Ψ
u(j)
R + Y d

ij(Ψ
d(i)
L · φ)Ψ

d(j)
R

)
+ h.c.

where the matrices Yu and Yd are arbitrary. There is also a self-coupling interaction

of the form µ2φ†φ − λ
2
(φ†φ)2, which implies that the lowest energy solutions for the

free φ field satisfy φ†φ = µ2

λ
≡ v2

2
. Thus φ minimizes the potential when it has a

non-zero expectation value. If we expand φ about this minimumizing v φ+(x)

φ0(x)

→ 1√
2

 v+

v0

+

 H+(x)

H(x)


the Lagrangian resembles a theory with a dynamic scalar doublet H, which has “spon-
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taneously generated” mass terms proportional to v from all of the couplings of φ to

other fields. The mass terms in the effective theory violate electroweak symmetry.

The effects of the symmetry breaking thus include massive gauge bosons as well

as quark and lepton mass splittings. Because of these quark mass splittings, a weak

isospin rotation of Ψt represents the decay of a t quark.

�t (pµ)

W+ (kµ)

q (qµ)

�t
H+

q

Figure 2.5: Feynman diagrams for t decay at tree level.

The diagrams for t decay are pictured in Figure 2.5. The first diagram corresponds

to the matrix element M(t → W b) = ig√
2
Ψb′γµε

µ
W Ψt

L. The second diagram can be

ignored in our calculation if we choose a gauge in which φ(x) everywhere has the form(
0

v + H(x)

)
. However, this choice determines the three W± polarization states, which

must then satisfy
∑

εµ(k)∗εν(k) = (gµν − kµkµ/m
2
W ).

If we assume that t is not in a bound state, no hadronic form factors affect this

process (our calculation will validate this assumption, which we return to in Section

2.3.1). Then, with the momentum assignments pictured in the diagram, the squared



Chapter 2: Theoretical Predictions 16

matrix element for t → Wb′ is

∑
spins

|M|2 = (pµqν + qνpµ − gµν(p · q))(gµν −
kµkµ

m2
W

)

=
g2

2

(
(q · p) +

2(k · q)(k · p)

m2
W

)
=

g2

4mW

m4
t

(
1− m2

W

m2
t

)(
1 + 2

m2
W

m2
t

)
where we have used q · q ' 0. Writing GF for g2

8m2
W

, the total decay rate is then

Γt '
GF m3

t

8π
√

2

(
1− m2

W

m2
t

)2(
1 + 2

m2
W

m2
t

)
(2.6)

If mt = 175 GeV/c2, Γt = 1.56 GeV and so τt ≡ ~/Γt ' 0.4 × 10−24 s. Higher order

correction terms give the more precise prediction τt = 0.47× 10−24 s.

Top decays to lighter quarks

The approximation q2 = 0 affected our numerical calculation of the squared matrix

element by less than 0.5%, but it did allow us to sidestep a physical interpretation

of the b′ state. Since b′ is a T3 = −1
2

state, it is natural to identify it with some

mixture of the known down-type quarks d, s, and b. Then, insofar as these states are

approximately massless, our calculation holds. The distinction between these down-

type states is due to the spontaneously generated terms in the Lagrangian density,

which take the form v√
2
(
∑

ij Y u
ij Ψ

u(i)Ψu(j)+Y d
ijΨ

d(i)Ψd(j)). In slightly simpler notation,

substituting M for v√
2
Y and using the vectors U =

(
u

c

t

)
and D =

(
d

s

b

)
,

Lquark mass =
(
ULMuUR

)
+
(
DLMdDR

)
+ h.c.. (2.7)

Md is generically a non-diagonal matrix2. We can rewrite the isospinor involving t

shown in Figure 2.1 in terms of the eigenvectors of Md, which in the Standard Model

2The flavor symmetry of the remainder of the Standard Model allows us to rotate U and D
together, so we can diagonalize Mu without loss of generality, but this choice of basis fixes Md.
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are the physical d, s and b quark fields, as Ψt
L

VtbΨ
b
L + VtsΨ

s
L + VtdΨ

d
L

 , (2.8)

so (neglecting the effects of the light quark masses) the partial widths for t → Ws

and t → Wd are simply Γt→Ws = |Vts|2Γ and Γt→Wd = |Vtd|2Γ.

There are almost no direct experimental constraints on these three coefficients,

but powerful indirect limits can be set by assuming that Equation 2.7 is formally

correct and that there are no other flavor-mixing terms. In this case, the matrix of

all such coefficients,

V ≡



Vud Vus Vub · · ·

Vcd Vcs Vcb · · ·

Vtd Vts Vtb · · ·
...

...
...

. . .


(2.9)

satisfies ∑
k

VikV
∗
jk = δij. (2.10)

Thus, direct measurements of Vub and Vcb determine Vtb. Without limiting the dimen-

sion of V (the number of quark doublets), Equation 2.10 has been shown to imply

[15]

Vtb ≥ 0.07. (2.11)

If we are certain that there are three quark doublets, all of the coefficients are much
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more precisely limited [15]:

Vtd ≤ 0.011± 0.0009

Vts ≤ 0.044± 0.0010

Vtb ≥ 0.9990± 0.0004.

We see that in the Standard Model, almost all t quarks decay as t → W+b. Tests of

this prediction are discussed in Section 2.2.3.

2.2 Indirect evidence for a short-lived t

We calculated the top decay width in Section 2.1.2 with the assumption that

mt > mW , so that the W± is not a virtual particle and the effects of its subsequent

decay can be neglected. Otherwise the top decay width would be suppressed. We

also assumed that the b′ state comprises the three down-type quark mass eigenstates

d,s, and b – if there were mixing with another quark more massive than t, some decay

channels would be kinematically forbidden and the lower limit on τt would be looser

(Equation 2.11). The prediction τt = 0.5×10−24 s thus rests on the evidence for top’s

(1) large mass, and (2) exclusive weak coupling to the three lighter down-type quark

species. Below, we review this evidence.

2.2.1 Indirect measurements of the t mass

In the Standard Model, both fermions and gauge bosons have mass terms gener-

ated by their interactions with the scalar field φ described in Section 2.1.2. While the

quark mass matrices Mu and Md are arbitrary, the gauge boson couplings are entirely
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prescribed by the form of the gauge-covariant derivative. That is to say, since the

W± and Z0 bosons simply couple to φ as gauge fields, their masses are proportional

to weak interaction rates.

The relation between the electroweak couplings and the boson masses can be read3

from the Higgs kinetic energy term in the Lagrangian of the symmetric theory. When

φ is replaced by v + H, the mass coefficients appear:

(Dµφ0)
†(Dµφ0) =

v2

8
g2W µWµ +

v2

8
(g2 + g′2)ZµZµ + (DµH0)

†(DµH0) (2.12)

The masses thus satisfy

m2
W = M2

Z

g2

g2 + g′2
= m2

Z cos2 θW . (2.13)

However, the observable self-energy of the W± is expressed in a perturbative expan-

sion which includes loop corrections like those pictured in Figure 2.6 (left panels).

The Z0 mass is similarly corrected, by the loop diagrams on the right. When the up-

and down-type fermions in the loop have different masses, the relative correction to

each boson mass is different. For mb ' 0, the correction from the four diagrams leads

to [17]

δ
m2

W

m2
Zcos2θW

≡ δρ ' 3GF

8
√

2π2

(
m2

t

m2
W

− sin2 θW

cos2θW

ln

(
m2

H

m2
W

− 5

6

))
. (2.14)

Corrections from the other, light fermions are very small. We can thus determine

mt by comparing the observed mass ratio to the value of θeff
W directly measured in

weak interactions (once radiative corrections to θeff
W from other diagrams have been

3It is only this easy to read with a fortuitous choice of basis for the mixed W 3 −
B state, which diagonalizes the mass terms – most textbooks begin the derivation from
v2

8

[
g2 ∗ (W 2

1 + W 2
2 ) + (g′B + gW3)2

]
[16].
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constrained). Although the correction depends on the still-unknown mass mH in

Equation 2.14, the logarithm allows us to determine the t mass fairly precisely for an

assumed range of values for mH . The comparison depends on the assumption that

no other unknown particles cause radiative corrections to mW or mZ .

�
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W W �
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Figure 2.6: Radiative corrections to electroweak boson mass terms.
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Figure 2.7: Radiative correction to the Z0 → bb̄ partial decay width.

s shown in Figure 2.7, the Z0 partial width to bb̄ also depends on mt through

radiative corrections, of order
GF m2

t

2
√

2π2 . Several experiments have contributed to the
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precision measurement of sin2 θeff
W , the W± mass, and other electroweak model pa-

rameters sensitive to mt. Z0 production and decay were studied by four experiments

at the Large Electron-Positron collider (LEP), and by the SLD collaboration at the

Staford Linear Collider [17]. W± bosons have been produced and studied at LEPII

[18], as well as at the Tevatron [19]. The resulting constraints on mT as a function of

mH are shown in Figure 2.8. The best limit comes from a global fit to the Standard
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Figure 2.8: Sensitivity of electroweak observables to mt and mH . The constraints
from measurements of sin2 θeff

lept, the Z0 total leptonic width and hadronic branching

fraction to bb̄, and the W mass are shown [17].

.

Model, which determines mt = 178.9+12
−9 GeV/c2 [17].
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2.2.2 Direct measurements of the t mass

The Tevatron experiments have also measured mt directly by reconstructing the

momenta of the leptons, neutrinos, and jets in tt̄ candidate events. One strong indica-

tion that these top samples are indeed mostly composed of Standard Model t events is

that the experimenters find excellent agreement with the precision electroweak data

fit to mt. The most recent average of CDF and DØ Run II results is

mt = 172.5± 2.3GeV/c2[20]. (2.15)

There is a complementary direct measurement, designed to avoid some of the sys-

tematic uncertainty due to the measurement of jet energies4, which is especially in-

teresting in the context of this dissertation. This method exploits the relatively low

velocity of t quarks produced in 1.96 TeV collisions: in this regime, the velocity of

the b produced in t decay depends mostly on mt. The b velocity βb can be measured

without the calorimeter using the average b flight distance in the laboratory frame,

which is sensitive to the boost.

The measurement at CDF constructs a projection of the b flight distance, Lb
xy,

and compares it to templates to find

mt = 185.5+15.7
−13.9(stat)± 5.6(syst)GeV/c2[21]. (2.16)

Although the statistical power of this method is still limited, the results are cur-

rently in agreement with the result in Equation 2.15 (this measurement is not included

in the Tevatron average). Better precision is desirable, because the technique is also

4See Section 4.1.2 for a discussion.
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sensitive to unexpected top quark dynamics. For example, a measurably large t life-

time would bias this determination of mt toward larger values.

2.2.3 Indirect measurements of the t weak couplings

The Cabbibo-Kobayashi-Maskawa (CKM) matrix [22] has already been intro-

duced: it is V in Equation 2.9. This matrix describes the strength of the weak

interactions between t and other quarks, and precise measurements of its parame-

ters can reveal whether t is coupled to a fourth generation, or if our description of

weak flavor mixing is coherent. As Equation 2.10 expresses, V must be unitary if the

Standard Model description of weakly interacting particles is complete. Violation of

this condition, which would be an automatic conclusion if t had an observably long

lifetime, would imply that V is not a mixing matrix after all.

The first six CKM matrix elements The measured CKM matrix, constructed

entirely from directly observed couplings, currently has the form [15]:


0.9738± 0.0005 0.2200± 0.026 0.00367± 0.00047

0.224± 0.012 0.97± 0.09 0.0413± 0.0015

...
...

...
. . .

 (2.17)

(the relative phases of the matrix elements are not shown). These measurements

mostly come from hadronic branching fractions, although Vcs is constrained by tagged

W± decays to charm.
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The last(?) row There are some direct measurements (using identified t candi-

dates) involving the elements of the third row of the matrix – both CDF and DØ have

measured the ratio of |Vtb|2 to (|Vtb|2 + |Vts|2 + |Vtd|2) using the fraction of tt̄ candidate

events with zero, one, and two identified b jets in the final state. Both experiments

support the same conclusion:

|Vtb|2

|Vtb|2 + |Vts|2 + |Vtd|2
> 0.61 [23]. (2.18)

at 95% C.L.

This limit is the only direct constraint on Vtb, but it cannot be included in Equation

2.17 without direct measurements of |Vtu|2 and |Vts|2 or other assumptions.

Indirect measurements (assuming no unknown flavor-changing interactions of b)

imply Vtb ≥ 0, and the limits above support the Standard Model prediction that Vtb

is the largest CKM matrix element of the third row. We will often treat Vtb as the

only non-negligible element of the third row for simplicity.

2.2.4 The top width and electroweak top production

�W

b

q

g

q′

t

b̄

�W+

q

q′

t

b̄

Figure 2.9: Important parton interactions diagrams for “single top” production at
the Tevatron. The diagram on the left is termed “t-channel” production, and the one
on the right is “s-channel” production, which has a smaller cross section.

The vertex pictured in Figure 2.5 describes t decay but also relates to the elec-
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troweak t production mechanisms at the Tevatron that are shown in Figure 2.9. These

tb̄ production cross sections, like Γt→Wb, are proportional to |Vtb|2. Because of the

small probability of finding a b in the p + p̄ initial state, and the large difference

between mt and mW , these cross sections are predicted to be fairly small: σt-channel '

1.98 pb, while σs-channel ' 0.88 pb.

Any imaginable suppression of the Standard Model weak couplings of top would

decrease its electroweak production rate as well as its decay width: for example, if

t were long-lived because it mixed strongly with a heavier fourth generation, the

down-type quark in this generation would be too massive to participate much in

s- or t-channel single-top production, so σpp̄→single t would still be driven by |Vtb|2.

For this reason, we consider the single-top production cross sections to be inversely

proportional to the top mean lifetime in this study.

2.3 Evolution of a long-lived t state

The predictions of the previous sections imply that the Standard Model t quark

decays before forming a color-neutral bound state, since QCD becomes confining on

longer timescales than τt. Hence a long-lived t quark will have different strong inter-

action phenomenology than the Standard Model t, a difference which could eventually

lead to observable effects.
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2.3.1 Hadronization and spin correlations

From dimensional analysis, we can argue that the time required to confine a top

quark is of order 1
ΛQCD

' 10−23 s. Hence intuitively, a top quark with a longer

lifetime would hadronize into a bound state before it decayed. We can describe this

timescale boundary in another way, without referring to the time-sequence of non-

perturbative QCD interactions: only when the self-energy of the t is less uncertain

than the splitting of top hadron energy levels does the description as a bound state

make sense.

Hadronization of top quarks would be difficult to observe at the Tevatron. A tq̄

meson would have very similar kinematics to a free t quark after production because

the light degrees of freedom in the hadronized system would hardly affect the t mo-

mentum. A tt̄ “toponium” resonance would have a more distinguishable signature

in its decays to γγ or `+`− [24], but such states would be difficult to detect. The

production cross section for heavy quarkonium in p+ p̄ collisions at 2 TeV is less than

2 pb for mQQ̄ ≥ 100 GeV, and the branching ratio to leptons or photons would be

smaller than 10% [24].

Although a T meson would behave on average much like a t quark, its spin state

could be greatly affected by soft QCD degrees of freedom. While t quarks should be

produced unpolarized in QCD processes at the Tevatron, the t and anti-t̄ spins in tt̄

production events are correlated. Since the weak decay of t violates parity, this effect

is observable in correlated t-anti-t decay distributions [25].
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2.3.2 Soft gluon radiation

Naturally, the Standard Model t radiates gluons, but its width acts as an early

cutoff of the perturbatively calculable parton shower at a scale O(1GeV ) instead of

O(ΛQCD). The cutoff can be seen in t̄tg cross-section calculations5, by the destructive

interference of soft gluons radiated from the t and the t̄ [26]. As Γt → ∞, the

cancellation becomes exact, which corresponds to the intuitive statement that a short-

lived top has no time to radiate. The width-dependence of the radiation spectrum is

most pronounced when there is a large angle between the t and the b direction – in

this case, the weak decay has a large effect on the kinematics of the color charge.

Figure 2.10 shows the dependence of the e+ + e− → tt̄g differential cross section

when the b goes backward in the t frame, for a 5 GeV gluon threshold [26]. Any

observable top lifetime would correspond to a curve overlying Γ = 0 in this plot,

while the Standard Model prediction should lie near the Γ = 0.7 result. Because

evidently this difference as well as the potential hadronization effects discussed above

are all small, we neglect the modified QCD interactions of the long-lived t when we

construct a toy model for its production and decay.

2.4 Secondary t quarks

Since this analysis does not distinguish between the t quark production position

and the primary p + p̄ interaction point, events containing t quarks produced away

from this point would resemble long-lived t quark events. While the discussion of

5This is easiest to analyze in e+ + e− → tt̄g, since initial-final state radiation interference is not
present in the case of lepton collisions.
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the previous sections points out the difficulty in developing any coherent model that

predicts long-lived t quarks, a mechanism to produce displaced top quarks has already

been explored. Although this measurement is not designed to test such a theory, we

describe relevant features of the model below.

Supersymmetry with massive scalars Supersymmetric models extend the Stan-

dard Model by postulating that both matter and gauge fields exist in mixed multiplets

comprising fermions and bosons. Unbroken supersymmetry predicts the observation

of of particles with the same mass and couplings, but different spins. Consequently,

realistic supersymmetry models are broken.

Besides all of the extra particles, supersymmetric theories differ from the Standard

Model in the behavior of scalar energies: in the Standard Model radiative corrections

to the energies imply that they should be consistent with the largest mass scale

in the theory, while in supersymmetry the corrections cancel in pairs. Hence some

of the strongest motivations for supersymmetry are its potential explanation of the

small Higgs mass and the small vacuum energy [27]. To explain the Higgs mass, the

supersymmetry breaking scale is often set near 1 TeV in models6. However, such a

low scale implies that the supersymmetry-breaking interactions should have effects

on low energy experiments, and this generally leads to predicted phenomena that

have not been observed. Supersymmetry-breaking models at the TeV scale must be

carefully constructed to avoid over-predicting the rate of flavor-changing interactions

among Standard Model states.

These “flavor problems” can be avoided with very heavy fermion superpartners

6Such a scale does not naturally explain the small cosmological constant.
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[28] and conserved R-parity. When the sfermions are heavy and the gauginos are

relatively light, the gluino (g̃) decays are restricted by R-parity and SU(3)color charge

conservation. The gluino can only decay via loops or virtual squarks, as pictured in

Figure 2.11, so its mean lifetime is related to the mass of the sfermions.

In useful units, the gluino lifetime can be written

cτg̃ ' 1 mm×
( ms

106GeV

)4
(

1TeV

mg̃

)5

[29]. (2.19)

Gluinos in this scenario could decay via qq̄χ̃0, gχ̃0, or qq̄′χ̃±. In many constructions

of the model, the branching fraction to tt̄χ̃0 would be enhanced because the t̃ tends

to be lighter than the other sfermions and makes a larger contribution to the loop

diagrams of Figure 2.11. Hence tt̄X events with enhanced missing transverse energy

and some evidence of late tt̄ production could be a fruitful search channel for some

region of “split” supersymmetry parameter space.

The pair-production of a such a gluino by strong interactions in this model is only

suppressed by the gluino mass. At the Tevatron, a gluino massive enough to decay

to real t pairs would have a production cross section less than 10 fb. The branching

fractions depend strongly on the masses in the model: for pair-produced 500 GeV

gluinos in a model with ms = 106 GeV/c, the final state qq̄gχ0χ0 might be expected in

about 25% of g̃g̃ production events [29, 30]. In such a scenario, cτg would be around

37 µm, and the g velocity would be 0.4 c at the Tevatron on average [31].
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Figure 2.10: Top width dependence of the differential cross section for gluon radiation
from tt̄ final states in e+e− → tt̄X [26].

.
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Figure 2.11: Feynman diagrams representing the leading contributions to gluino decay
in “split” supersymmetry models.
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Experimental Apparatus

Protons circulating clockwise in the Tevatron collide with antiprotons
that are circulating counterclockwise. They collide at two large

experiments that hang like parasites around the Tevatron beam pipe.
Fermilab Today, November 2004

This experiment was conducted at the Collider Detector at Fermilab (CDF), a

facility designed to study many aspects of proton-antiproton collisions produced by

the Fermilab Tevatron accelerator. Both CDF and the Tevatron have been operat-

ing since 1989, but the data collected for this experiment was taken during Run II,

after the accelerator was renovated to produce more intense particle beams at higher

energies. CDF was also extensively upgraded during this period. In this chapter,

we describe the accelerator and detector apparatus used in the early Run II data

collection period from 2001 to 2005.

32
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Figure 3.1: The Fermilab accelerator system [32]. The accelerators and detectors are
not drawn to scale.

3.1 The Fermilab Tevatron accelerator

The Tevatron is a circular synchrotron collider designed to accelerate counter-

rotating beams of protons and antiprotons, which are produced by other instruments

in the Fermilab accelerator complex. The entire accelerator system is depicted in

Figure 3.1, which illustrates the apparatus used to produce a store of 980 GeV protons

and 980 GeV anti-protons from a bottle of hydrogen gas. These proton and anti-

proton beams, each composed of 36 bunches, can collide in the Tevatron for several

days, with inelastic proton/anti-proton interactions occurring over 6 million times

per second. During this time, the density of particles in each beam is gradually

diminished until the store is ended or accidentally lost. The data used in this thesis

were collected over 523 stores with an average duration of 17.5 hours [33].
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3.1.1 Proton beam

Within an enclosure held at a potential of -750 kV by a Cockcroft-Walton voltage

multiplier, neutral hydrogen gas is ionized to create H− ions. These ions drift through

750 kV toward ground, guided by coaxial charged titanium disks. The stream of

accelerated ions is subsequently chopped into bunches with 5 ns spacing, to match

the RF frequency of the linac (linear accelerator). The Fermilab linac is in fact a series

of two linear accelerators, one drift-tube (Alvarez) accelerator and one side-coupled

cavity accelerator, which ultimately brings the H− to an energy of 400 MeV. After

the linac, the ions pass through a carbon foil which removes the two electrons from

each ion. The resulting proton beam is transferred into a synchrotron accelerator,

the booster, which bunches the beam and accelerates it to 8 GeV. Groups of bunches

are then passed to the Main Injector, and accelerated to 120 GeV. At this stage,

the bunches can extracted to the antiproton source described below. In “Tevatron

mode,” however, the beam is further accelerated to 150 GeVand released into the

Tevatron accelerator. This transfer is repeated until there are 36 bunches circulating

at 150 GeV in the Tevatron.

3.1.2 Antiproton beam

In antiproton production mode, the Main Injector releases the 120 GeV protons

toward a nickel target. Just before reaching the target the proton bunches are focused

spatially at the expense of coherence in momentum space. In a small fraction of beam-

target collisions, antiprotons are created with a wide spread in momenta. The cone of

ejected antiprotons is focused into a beam by a lithium lens, and then separated from
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other collision products by a magnetic filter, which accepts particles with E ' 8 GeV

and negative charge. Nearly 105 protons from the Main Injector collide with the

target before one antiproton is accepted. The antiprotons are then stochastically

cooled in the debuncher before being transfered to the accumulator, in the same

tunnel. When sufficient antiprotons are stored in the accumulator they are passed to

the Main Injector, accelerated with the protons to 150 GeV and finally injected into

the Tevatron.

3.1.3 Collisions

Upon reaching 150 GeV the proton and antiproton beams are coalesced and trans-

ferred from the Main Injector to the Tevatron, a 1 km-radius accelerator with super-

conducting magnets that allows each beam to be accelerated up to 1000 GeV. The

proton and antiproton beams, traveling in non-intersecting orbits engineered by elec-

trostatic separators, are then simultaneously accelerated from 150 to 980 GeV. Each

beam is formed of 36 bunches with essentially Gaussian density profiles, arranged in

three trains: the trains contain twelve bunches separated by 396 ns and each train is

separated by 2.6 µs gaps. After the bunches reach 980 GeV the orbits are modified

to collide at two points in the Tevatron ring, BØ and DØ.

Since the circumference of the Tevatron is 6.28 km, the 36 relativistic bunches

circle the ring in approximately 21 µs, and the average collision frequency is 1.7

MHz. The particles in the beam do not follow exactly circular orbits: a series of

focusing and defocussing magnetic “lenses” constrain oscillations of a single particle

about the nominal orbit. These oscillations cause the spatial density of the beams
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to vary in space and time, but because the system of magnets and electric fields

is ideally a conservative mechanical system, the phase space density of the beam

ensemble for any pair of conjugate coordinates is constant. This density is related

to the probability that beam particles interact, and also to the spatial extent of the

beams.

If the beam average direction is denoted ẑ and x is a transverse (orthogonal to ẑ)

coordinate, the area A of (x, dx
dz

) phase space that encloses all beam orbits determines

the r.m.s. of x in the interaction region. The area is used to define the emittance,

ε ≡ A/π. In a real accelerator like the Tevatron, the emittance gradually increases

due to beam-gas scattering, beam-beam interactions, and other dissipative effects.

The collision probability is proportional to the spatial density of each beam, so

to provide a high interaction rate, quadrupole magnets near CDF focus the beams

in position space and create a waist in the beam profile1. Thus the nearly Gaussian

density of each beam near CDF has a z-dependence: for one bunch the time-dependent

density at position z, expressed in terms of the number of particles N and the central

axis coordinates (x0(z), y0(z)), is

ρp(x, y, z, t) =
N

(
√

2π)2σx(z)σy(z)σz

e−
1
2((x−x0(z))2/σ2

x+(y−y0(z))2/σ2
y+(z−ct)2/σ2

z). (3.1)

The bunch length (∼ σz) is long with respect to the position resolution of CDF, so

the luminous region appears extended. We will use the term beamline to refer to

(x0(z), y0(z)), the central axis of this region. The axis generally forms a very small

angle –less than 1 mrad for all of the stores used in this measurement– with the

geometric central axis of the detector.

1The minimum width is optimally located at the center of the CDF detector, but in fact the x
and y minima are slightly offset from one another and typically fall on opposite sides of the center.
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The widths σx(z) and σy(z) also vary (by ' 80%) in the CDF luminous region, so

the distribution of collisions in z is not Gaussian. The beam widths have a quadratic

shape with a minimum in each coordinate that depends on the emittance: (σx,y(z))2 =

εx,yβ
∗
(

1 +
(

z−zmin

β∗

)2
)

. CDF has measured β∗ ' 38 cm and εx ' εy ∼ 1.2 × 10−7

cm. The measured values correspond to a z-averaged beam width of about 26 µm in

both transverse directions [34].

During the transfer of proton and antiproton beams into the Tevatron the exper-

imenters begin to activate and test various detector systems of CDF. Preparation for

data-taking continues in the BØ control room while the beams are being accelerated

and focused. The experiment’s high voltage systems and sensitive detectors can be

powered after the beams are collimated and the losses are low. At this point the

experiment begins to record collision data.

3.2 The Collider Detector at Fermilab

The CDF detector is designed to measure the beam luminosity, the initial po-

sitions and momenta of most outgoing charged particles, the energies of electrons,

photons, and jets, and to rapidly distinguish electrons, muons, and hadrons. Hence it

comprises a high-rate luminosity counter, a magnetic spectrometer, electromagnetic

and hadronic calorimeters, and drift chambers behind thick iron absorbers for detect-

ing muons. A cross section of the detector is shown in Figure 3.2. The spectrometer

system is discussed in Section 3.2.2, the electromagnetic and hadronic calorimeters

in Section 3.2.4, and the muon systems in Section 3.2.5. The data from the primary

detector systems are collected and quickly analyzed with dedicated hardware to give
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Figure 3.2: The CDF detector. Visitors to the collision hall are usually required to
wear safety helmets.

Figure 3.3: An isometric cutaway view of the CDF detector.
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a preliminary classification of the collision interaction. Based on this classification,

the data is either recorded for further analysis or discarded. This fast filtering sys-

tem is described in Section 3.2.6. Finally, data passed by this filter is stored and

analyzed with custom software modules, to reconstruct as much of the kinematics

of the collision as possible. Chapter 4 describes some of the functions of the offline

reconstruction software.

3.2.1 Detector geometry

Many detector modules are designated by their geographic location, so both in-

ternal Cartesian or polar coordinate systems and external cartographic coordinates

(N,S,E,W) are useful. CDF is approximately north of the center of the Tevatron

ring, with the beam crossing the detector from east to west. Protons at CDF move

eastward. Geometric positions are described in a right-handed coordinate system,

with the x axis directed toward the center of the ring, the y axis pointing vertically

upward, and the z axis in the proton direction.

The most commonly used coordinates are polar:

φ = cot−1
(y

x

)
r =

√
x2 + y2

θ = cot−1
(z

r

)
(3.2)

with the origin at the nominal center of the detector, within the beampipe enclosure.

The convenient variable

η = − ln

(
tan

θ

2

)
(3.3)
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is frequently used instead of θ. Many of the fragments of p + p̄ collisions do not

participate in the hard scattering interaction and escape undetected though the unin-

strumented regions near the beam axis, so the observed system of particles does not

have zero net pz. In such systems η is preferred over θ: unlike intervals in θ, differ-

ences of the form η1 − η2 are invariant under Lorentz boosts in the z direction, when

particle masses are neglected. This property has several useful consequences that can

be derived by considering the symmetries of a process with η = 0. For instance, the

density distribution of particles in a jet is circular about its central axis in η − φ

coordinates, and independent of η. This largely motivates the segmentation of the

calorimeters pictured in Figure 3.2.

The region |η| . 1 is commonly referred to as “central.” The r − φ plane is re-

ferred to as the transverse plane, and vectors2 projected into this plane are usually

subscripted with “T .” Because the unobserved proton remnants have small momen-

tum projections in this plane, the observed
∑

~pT vanishes.

3.2.2 Trackers

The spectrometer system, or tracking, measures the trajectory and momentum ~p

of charged particles traveling from the collision point outward. It effectively makes

one long-exposure snapshot of the charged particles in every collision, recording paths

with high accuracy and limited timing information. The tracking system is depicted

in Figure 3.4. Positions are measured by the silicon strip detectors and the Central

Outer Tracker, a large drift chamber with concentric layers of cells for up to 96

2The scalar “projection” ET is very common as well.
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Figure 3.4: One quadrant of the CDF tracking subsystems. Tracks from the nominal
origin with |η| . 1 will traverse all 8 COT layers.

independent position measurements per track. The superconducting solenoid creates

a uniform 1.4 T magnetic field aligned with the z axis. In this field charged particles

travel along a helix with radius R = |pT |
qB

. Multiple measurements of the (x, y) position

along the trajectory of the same charged particle allow a precise measurement of R

and hence an accurate transverse momentum determination. These can be combined

with measurements of the trajectory’s slope, cot θ ≡ ∂z
∂r

, to calculate pz and hence the

particle’s total momentum:

pz = pT cot θ

|p| = pT

√
1 + cot2 θ (3.4)

This slope is reconstructed mostly from small-angle stereo z measurements, which

combine the r − φ measurements of slightly unaligned detectors to triangulate the
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z position of a particle. However, a few of the silicon strip arrays are arranged to

measure z positions more independently. The angle between a stereo detector’s local

z axis and the global z direction is its stereo angle (αs).

A track is an extrapolated path, so we do not know the initial position of the

particle along its trajectory3. Instead, this initial position is generally taken as the

trajectory’s closest approach to the collision point. The smallest two-dimensional

distance between a trajectory’s circular projection onto the x− y plane and the colli-

sion point is called the impact parameter, or d0, and is commonly used to distinguish

“primary” tracks from the decay products of long-lived particles.

At least three position measurements are required to reconstruct the trajectory

and momentum of a charged particle. The CDF detector can make more than 100

such measurements, to determine track curvature with 0.15% accuracy. The curvature

is inversely related to the track radius4, so this resolution indicates that transverse

momentum can be measured with 0.15% accuracy per GeV/c. CDF tracking systems

can also measure track initial positions with ∼ 30µm accuracy in the transverse plane.

The instruments for making these precise measurements are described in the following

sections.

Silicon tracking detectors

The three silicon detectors are each concentric arrays of silicon strip sensors, long

electrodes on a thin, reverse-biased p− n junction which detect the charge liberated

3Some knowledge about a particle’s position at the time of the collision can be determined using
the temporal information of the drift chamber tracking with specific tracking algorithms such as
cosmic ray tracking [35].

4The curvature at CDF, κ = 1
2Rhelix

, is elsewhere referred to as the half-curvature.
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when fast charged particles cross the semiconductor crystal. The applied bias voltage

removes free charge carriers from the sensitive region until an ionization event takes

place, and causes liberated electron-hole pairs to drift toward the sensor strips. In-

terpolation between the activated electrodes based on the charge that each collects

allows a local measurement of the ionization position in the plane of the wafer per-

pendicular to the strips. The resolution of this measurement is mostly determined by

the strip size and separation, and by the diffusive spreading of charge in the crystal

as it approaches the readout strips. When the strips run parallel to the z axis, this

measurement and the chip location are combined into a φ measurement. Double-sided

detectors have two sets of strips with different orientations on each side of the silicon,

so that φ and z can be measured in the same crystal.

Figure 3.5: Transverse cross-section of the L00 detector, pictured within the inner
SVX II layers.

L00 L00 is a single-sided, radiation-tolerant silicon strip detector very near the colli-

sion point. Six readout modules made up of twelve overlapping sensors in a cylindrical

array are attached by a cooled support structure to the beam pipe, providing com-
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plete coverage in φ and spanning 95 cm in z. The readout strips are spaced by 50 µm

and measure single “hits” or ionization positions with 6 µm precision [36].

Figure 3.6: A transverse cross section (left) and isometric view (right) of the SVX II
detector. The three barrels shown are identical and each carry 12×5×2 half-ladders.

SVX II SVX II is the primary silicon detector and presents five double sided lay-

ers to an outgoing track. There are three mechanical barrels covering the z range

−45 cm < z < 45 cm; each barrel is built of 12 identical wedges and supported by

beryllium bulkheads at each end. Drawings of this detector are shown in Figure 3.6.

Each layer in a wedge makes both a φ measurement and a z measurement. Two

layers are small-angle stereo (SAS) layers with the strips on the n-side of the junction

skewed from parallel to the z direction by αs = 1.2◦. The other layers have n-side

strips running perpendicular to the z axis (αs = 90◦) and make an independent z

measurement. The hit resolution of a typical φ-side measurement in the innermost

SVX layer is about 11 µm for a two-strip cluster [37].

ISL ISL is a double-sided silicon detector between the SVX II and the COT, extend-

ing 2 m in length. Its geometry is displayed in Figure 3.7. It provides one additional
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Figure 3.7: The ISL detector.

φ measurement at r = 22 cm for central tracks and two φ measurements, at radii

of 20 cm and 28 cm, for tracks at 1.0 < |η| < 2.0 which do not pass through all of

the outer tracking detector. Like the SVX II, each ISL ladder has readout strips on

both sides; the p-side has axial strips measuring azimuthal angle, and the n-side has

αs = 1.2◦ SAS strips for determining z. The strip pitch is 112 µm on each side. The

average number of strips in a cluster is 1.7 and the average position resolution was

measured to be approximately 25 µm in the absence of magnetic field.

Central Outer Tracker

The central outer tracker (COT) [38] is a cylindrical open-cell drift chamber en-

circling the beam and silicon detectors. An aluminum cylinder enclosing the volume

from r = 40 to 140 cm and z = −155 to 155 cm is filled with an argon-ethane-

isopropyl gas mixture at atmospheric pressure. Charged particles create signals by

ionizing the gas: for example, a 5 GeV/c pion traversing this volume will create about
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100 ionization clusters5 per cm.

Figure 3.8: One octant of the COT endplate, showing the arrangement of cells in
each superlayer.

To detect this liberated charge, the COT volume is crossed by of gold-plated

tungsten filaments with a thickness of 40 µm, running along the z axis. The wires

are strung through the cylinder in a concentric pattern of 25-wire linear arrays with

a pitch of 0.3556 cm. These wire planes each have 12 sense wires at ∼ 3 kV attached

to charge readout electronics, and 13 potential wires at ∼ 2 kV that help maintain

a uniform electric field. The wire planes alternate with grounded gold-plated mylar

foils –the field sheets. The combination of two field sheets and the intermediate wire

plane form a drift cell, shown in the diagram in Figure 3.9. Cells are arranged in

eight concentric radial layers called superlayers, which are illustrated in Figure 3.8.

5Often, the electron liberated by the incident particle will itself ionize a gas molecule, leading to
a collection of nearby freed charges called a cluster.
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Because the COT is immersed in a magnetic field, moving electrons in the cell

drift at an angle θL ' 35◦ from the electric field direction. The spread of electron

arrival times at a wire from a track is minimal when the track is perpendicular to the

drift direction. For this reason, the cells were constructed with a 35◦ tilt, yielding

an approximately azimuthal drift direction and optimal position resolution for high-

momentum tracks. At a few wire diameters from the wire surface the field gradient

is large, and the accelerated electrons ionize the gas exponentially in an electron

avalanche. The COT gas and wire potentials were chosen to attain a gas gain of

2× 104 avalanche electrons per primary ionization electron.

The moving charge of the avalanche electrons and ions induces a pulse on the

sense wire which is filtered by a discriminator and charge integrating circuit, so that

the signal’s size and arrival time can both be recorded for later track reconstruction.

Unlike the movement of charge in silicon, drift in a gas chamber is slow, and the signal

on the sense wire might follow the initial ionization by as much as 160 ns. A precise

position measurement can be determined from the time the electron pulse arrives on

a wire, with ∼ 140 µm precision for a single wire. Each cell records up to twelve

signals, and the different drift times are combined to calculate a track segment, as

explained in Section 4.1.1. Alternating layers of the COT have a stereo angle offset,

allowing pattern recognition algorithms to transform the track segments into three-

dimensional helical trajectories. To ensure precise three-dimensional reconstruction,

the lepton tracks studied in this analysis must have at least five sense wire hits in

three axial layers and two stereo layers.
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Figure 3.9: Geometry of a COT drift cell in superlayer 4. Note the different axis
scales, chosen to better display variations in the equipotential lines.
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3.2.3 Time-of-Flight

The time-of-flight (TOF) detector [39] is a barrel of scintillating bars at the outer

radius of the COT, before the solenoid. The length of each bar is 279.4 cm, and

each has a 40 × 40 mm cross section. The bars are read out on each end by a

photomultiplier tube. The time of PMT signals from charged tracks crossing the

TOF is recorded, to detect cosmic ray muons and to identify particles by comparing

the deduced velocity to the momentum.

The narrow bars have ∼ 100 ps timing resolution and an approximately 35%

occupancy in CDF events. If a TOF bar is hit by two nearby tracks in the same

event, it will naturally record the flight time of the higher-velocity track.

3.2.4 Calorimetry

The energy of charged and neutral particles exiting the tracking detectors is mea-

sured by a system of sampling scintillator calorimeters, which are alternating layers

of scintillator and dense lead or iron absorbers. The scintillator light from the shower

of particles created in the dense layers is guided to photomultiplier tubes connected

to analog-to-digital converters (ADCs), so the recorded signal is proportional to the

number of particles liberated in the shower.

The geometry of the CDF calorimetry is dictated by the goals of separating elec-

tromagnetically interacting particles from hadrons, and uniformly detecting and mea-

suring the energy of photons, electrons, and jets produced over a wide range of η.

Projective towers of detectors in independent readout channels point toward the col-

lision region, mostly aligned with the particles produced there. The towers are seg-
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mented uniformly in φ and in η. The electromagnetic calorimeter, composed of lead

and polystyrene scintillator, essentially absorbs electrons and photons, but presents

a low probability of interaction to hadronic particles. Hence the EM section in each

tower is followed by a hadronic section, which is made of many layers of steel and

scintillator and is mostly opaque to hadrons.

The apparent density of a material to electromagnetic interactions (pair-production

and bremsstrahlung) is quantified by the radiation length X0. The electromagnetic

shower size, and the total energy deposited by an electron or photon, scales with X0.

Hadrons in material can create π0s which lead to electromagnetic showers, but tend

to lose most of their energy in hadron showers. The scale of hadronic showering is

set by the mean “free6” path, or interaction length λint, of the material.

CEM

The Central Electromagnetic (CEM) calorimeter [40] is a system of three subde-

tectors measuring electromagnetic particles’ energy, position, and shower profile that

typically absorbs all but a tiny fraction (e−19) of an incident electron’s energy.

CEM modules are wedges 230 cm long, each spanning 15◦ in φ. Each is segmented

into 10 η towers. The layout of a single module is shown in Figure 3.10. Two modules

cover the region −1.1 < |η| < 1.1, with a small gap between them in the center. The

entire detector comprises 4 arches of 12 modules. These are designated by their

geographical coordinates as the NW, SW, NE, and SE arches.

The primary CEM volume is a stack of thirty-one 5 mm sheets of polished

polystyrene scintillator, alternating with thirty layers of 0.125 in lead sheets clad

6Elastic and nearly elastic scattering is ignored in this definition of the free path.
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Figure 3.10: Diagram of a 15◦ CEM module.
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in 0.015 in aluminum. There is a gap after the 8th layer of lead for the CES described

below. Light in the CEM is collected by doped acrylic waveshifters, fitted into 0.25 in

gaps on each side of the stacks. These waveshifters, which convert the blue scintillator

light to green, are mated to bent acrylic rod light guides. The light guides carry sig-

nals between the hadron calorimeters into two photomultiplier tubes per CEM tower.

Less than 5% of the azimuthal coverage of the CEM is sacrificed for the gaps for the

waveshifters. In the CEM, the energy resolution scales as σE/E = 13.5%/
√

ET . A

linear term in the resolution, 1%E, comes from measured variations in the response

of different modules.

The CEM is augmented by two wire chambers, one just before its inner radius and

another embedded within it. These chambers, described below, improve the spatial

resolution for electrons and the ability to distinguish π0 decays from other showers.

CPR The Central Pre-radiator (CPR), positioned between the solenoid and the

electromagnetic calorimeter, is a system of proportional chambers with long sense

wires running parallel to the beam axis, primarily intended to distinguish minimum-

ionizing particles from electrons and neutral meson decays to photon pairs from sin-

gle photons. The chambers follow the gross segmentation of the central calorimeter

wedges: they are each 15◦ sections about 230 cm in length. Most of the photons es-

caping the COT will convert to e+e− pairs in the solenoid coil, and the resulting early

showers will be detected with ∼ 1 cm resolution in the CPR. Particle identification

is accomplished by comparing the CPR signal size to a reference [41].
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CES Beyond eight layers of passive material, amounting to six radiation lengths,

the Central Electromagnetic Shower Maximum (CES) wire chamber is embedded in

each wedge of the electromagnetic calorimeter. Electromagnetic showers are mostly

composed of electrons, positrons, and photons, which create more charged particles

in highly inelastic collisions. After approximately six radiation lengths, the average

energy of a particle in the shower is too small to create more particles, and the

shower reaches its maximum particle multiplicity. This depth is only logarithmically

dependent on incident energy. The CES is an array of sense wires spaced by 1.45 cm

and extending 230 cm, the length of each wedge. Perpendicular to the wires, cathode

strips spaced by 1.67-2.01 cm allow showers to be located in two dimensions. This

geometry measures electromagnetic shower centroids with ∼ 2cm resolution, far more

accurately than the tower segmentation allows. The two-dimensional shower profile

shape also allows some differentiation between π0 and single electron showers [42].

PEM

The Plug Electromagnetic (PEM) calorimeter extends the calorimetry down to

|η| < 3.6, which is 3◦ from the beam axis. Like the CEM it is a lead/scintillator

sampling calorimeter, with a total depth of 21 radiation lengths and embedded with

a shower maximum detector at ∼ 6X0. In the plug, the shower maximum detector

is an array of scintillating strips. An initial layer of scintillator serves as a preshower

detector [43]. Electrons reconstructed in the plug are not used in this analysis.
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Hadronic calorimeters

CHA and WHA Within each central calorimeter wedge at a higher radius than

the CEM, the Central Hadronic (CHA) calorimeter modules are constructed of 32

layers of steel and acrylic scintillator. Each scintillator layer is 1 cm thick and the

steel layers are 2.5 cm thick. As in the CEM, the light produced in the scintillator

by the shower particles produced within the steel absorber layers is transmitted to

wavelength shifters at the sides of each module. These are mated to lightguides

which carry the signals to photomultiplier tubes. The 32 layers of material are 4.7λint

thick for hadrons at normal incidence. The sampling contribution to the CHA energy

resolution is 50%/
√

E, with a constant term of 3%.

Because the calorimeter is barrel shaped, some of the 10 η towers of each module

are cut off in the CHA. Only five towers on each side contain the full 32 layers of

detector. To better contain hadronic showers at intermediate η, the Wall Hadronic

(WHA) calorimeter is positioned between the barrel and the endplug.

PHA The hadronic plug calorimeter sits beyond the ' 1λint depth of the elec-

tromagnetic section, and adds nearly 7λint more. It is constructed of 23 layers of

steel and scintillator. As in the PEM, light is carried from the scintillator by an

wavelength-shifting fiber rather than waveguides on the sides. The resolution of the

hadronic energy measurement is 80%/
√

E ⊕ 5% [44].
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3.2.5 Muon detectors

Just beyond the hadronic calorimeters is another series of argon-ethane drift cham-

bers, which are muon detectors by virtue of the fact that muons have a low interaction

probability with the steel and lead absorbers of the calorimetry, and pass through

without losing much momentum. Each detector is an array of rectangular single wire

drift tubes arranged in layers. Hits from different detector layers are used to recon-

struct short track segments, or stubs, which project back to the muon’s position in

the COT.

Muon track Radial centerline

55 mm

t4

t

To pp interaction vertex
_

2

Figure 3.11: Cross section of drift tubes of the muon detector system, shown in the
CMU configuration.

All of the muon chambers have similar drift tube properties: the drift field within

each cell is mostly uniform in the φ direction, becoming radial near the wire. The

entire CDF muon system is composed of many subsystems and its geometry is complex

due to its installation history and to mechanical constraints in the collision hall. A

map of the muon detector coverage in η − φ coordinates is provided in Figure 3.12.
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Figure 3.12: The area instrumented with muon detectors, with respect to the nominal
origin of CDF. Only CMX and CMU/P detectors were used for the primary (trigger)
muons in this analysis.
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Figure 3.13: One wedge of the central muon detector, which is embedded in the
central calorimeter module.

CMU

The CMU is an approximately φ-symmetric array of 24 modules 226.2 cm in length

at a radius of 347 cm from the beam axis. These are arranged parallel to the beam

at the outer radius of every central calorimeter wedge as shown in Figure 3.13. In

each wedge are three 4 × 4 arrays of single-wire drift tubes which each record one

three-dimensional track position. The resistive steel wires are connected for adjacent

pairs of tubes on one end of the chamber, and the difference between the charges read

out from each side of one wire is used to determine the chamber that was hit, and to

find the hit z coordinate to within a few centimeters. The modules are only 76.3 cm

wide spanning 12.6◦ in φ, so there is a 2.4◦ gap between each module and an 18 cm

gap at η = 0 between the east and west detectors [45].
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CMP and CSP

The CMP is a rectangular array of modules with the same η − φ coverage as the

CMU. One module is 640 cm long, the length of the entire central region at that

radius, Another 60 cm of steel separates the CMU from the CMP, providing further

discrimination against penetrating hadronic particles. The 3λint depth of the CMP

steel reduces hadronic backgrounds by an additional factor of 10-20, so the CMP is

often used to confirm that a CMU stub is indeed a muon track. In this analysis,

muons with trajectories intersecting both detectors are required to have hits in each

of them.

The maximum drift time in a CMP chamber is about 1.5 µs, longer than the beam

crossing period. To enable muon triggers and remove ambiguity in matching muons

to collisions, 2.5 cm thick scintillating tiles are layered atop the CMP drift chambers.

One CSP module is half of the CMP chamber length, so two are associated with each

CMP chamber.

CMX and CSX

The Central Muon Extension (CMX) completes the η range of muon coverage

to |η| < 1.0 for most values of φ. The original detector used in Run I consisted of

two “arches” which together spanned 240◦ in φ. Three of the four gaps in φ were

filled in Run II by the miniskirt and keystone modules – the west keystone region is

uninstrumented because of solenoid cooling systems. The 15◦ wedges in the “arches”

are arranged on a conic section with an opening angle of 41.4◦, so that φ position

measurements are not correlated with θ. The miniskirt modules lie in a plane. Like
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the CMP, the CMX modules are built of staggered layers of noncontiguous drift tubes,

although because of the conical geometry, the gaps between chambers are larger at

small η and eight layers are needed to ensure at least four potential hits on every

stub.

The Central Scintillator Extension (CSX) scintillating counters cover both sides

of the CMX detectors and provide better timing resolution for muons in the CMX.

They are used in the trigger. On the miniskirt, only the side closer to the interaction

point is covered by scintillator.

IMU

In this thesis, muons identified by the Intermediate Muon (IMU) system were not

used in identifying t decays. The IMU consists of the Barrel Muon drift chambers

(BMU) and nearby scintillating tiles (BSU and TSU). The BMU detects muons with

p ≥ 3 GeV/c and 1 ≤ |η| ≤ 1.5, but only covers the range 235◦ < φ and 315◦ > φ. It

is constructed of drift tubes in a four-layer cell structure similar to that of the CMP.

The scintillator systems BSU and TSU together cover the range 1 ≤ η ≤ 1.5 for any

value of φ.

3.2.6 Trigger

Each detector subsystem system has its own data acquisition (DAQ) modules: the

calorimeter PMTs are read out by ADCs with integrated memory, and the signals from

the muon drift chambers and the COT are digitized by electronics on the chamber

and then processed by time to digital converters (TDCs). The raw digital data from
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a single event exceeds 0.2 MB and the readout system can log about 20 MB/s, so it

is infeasible to store the data from every collision.

The decision to continue processing event data is called the trigger, and is made

in three stages at CDF, called Level 1, Level 2, and Level 3. The data available to

the first two trigger stages is schematically depicted in Figure 3.14.

Figure 3.14: The Level 1 and Level 2 triggers at CDF. Level 3 receives the entire
event record from all detector systems; this architecture is not shown.

Level 1

Beam crossings occur in bursts at a rate of 2.5 MHz. The first trigger decision

is allowed 16 µs, or 42 crossings, to pass or reject an event: every detector’s DAQ

includes a buffer for storing 42 consecutive events. While events are queued in this L1

pipeline, the Level 1 trigger considers a subset of the event data: tower energies from
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the calorimeter (L1CAL), quickly reconstructed tracks from the COT (XFT/XTRP),

and correlated hits from the muon detectors (L1MUON). The Level 1 trigger decision

is based on the event satisfying one of 64 preselected binary combinations of the

processors’ output.

Level 2

If an event passes Level 1 its data is transmitted from the pipeline to a second

memory buffer, the Level 2 buffer, and processed by the asynchronous Level 2 trigger.

This trigger is programmable, so its configuration has evolved during Run II. It adds

detail and new detector information to the Level 1 objects: adjacent calorimeter

towers can be grouped into jets, electrons and photons can be identified from the

CES detector data, and the Level 1 tracks can be matched to track stubs in the

silicon detector, muons, or electron clusters. At each detector’s DAQ controller, four

buffers are present to store data passed by the first trigger. A specific subset of this

data is passed to the Level 2 processors. Each buffer remains full until a Level 2

decision for that event is reached by the trigger: if all four buffers are full, events

from Level 1 must be rejected.

Level 3

After a Level 2 decision to accept, each DAQ is polled for its event data, which

is sent to the event builder. There, data from the same beam crossing is formatted

into banks and sent to the Level 3 farm [46], an array of over 250 dual-processor

Linux CPUs that uses all of the event data to ultimately decide whether or not the

event merits permanent storage. The Level 3 farm has access to recent detector
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calibrations, which are compressed along with the current reconstruction executable

file and uploaded to each of the processor nodes at the beginning of data-taking.

Events are distributed among the nodes, which create a reasonably sophisticated

interpretation of the raw detector data, including identified “physics objects” such

as electrons, muons, photons, jets, hadronically decaying taus, and missing energy.

The algorithms used to reconstruct these objects from the raw data are similar to the

offline software algorithms, described in Chapter 4. Events passing Level 3 are sorted

into files based the triggers that they passed, and written to tape.

Each event is uniquely denoted by its L1 trigger sequence number, which begins

from zero every time data collection commences, and by its run number. Physics

runs are continuous periods of data-taking with no predetermined length: they are

usually ended by the termination of a store, hardware errors, or problems with the

DAQ. Runs thus define a span of reasonably constant detector and accelerator status,

which is useful for data quality monitoring and for realistic simulations.

Each trigger considers the trigger criteria that the event passed at a previous stage

in its decision: in most cases, Level 3 will not pass an event based on objects that

were not evident at Level 1 and Level 2. A physicist must choose or construct a

chain of trigger requirements, called a path, with a large acceptance for the events

she wishes to study. In this thesis, tt̄ events with one hadronically decaying W± and

one leptonically decaying W± were drawn from the trigger paths in Table 3.1. These

triggers require an electron or muon with high transverse momentum, characteristic

of a W± or Z0 decay. The electron path results in the ELECTRON CENTRAL 18 dataset.

The two muon paths were combined to form the CEM/CMX 18 dataset.



Chapter 3: Experimental Apparatus 63

Level Trigger Name Description
1 L1 CEM 8 PT8 Electromagnetic calorimeter tower with

energy ≥ 8 GeV (the CHA energy must
be less than 1

8
of the CEM energy in the

tower if Etower > 14 GeV) && XFT track
in the same wedge with pT ≥ 10 GeV/c

2 L2 CEM 16 PT8 and: a cluster of towers with E ≥ 16 GeV
and hadronic to electromagnetic energy ra-
tio less than 1

8
, matched to an 8 GeV track

8 GeV
3 ELECTRON CENTRAL 18 and: a fully reconstructed 18 GeV electron

with track pT > 9 GeV/c and hadronic to
electromagnetic energy ratio less than 1

8
.

1 L1 CMUP6 PT4 Matched hits in the CMU and projective
CMP chambers, within 2.5◦ of an extrap-
olated ≥4 GeV/c track

2 L2 CMUP6 PT8 and: match between 8 GeV/c track and
stub

3 L3 MUON CMUP 18 and: fully reconstructed 18 GeV/c muon
track matched in rφ within 10(20) cm of
reconstructed CMU (CMP) stub

1 L1 CMX6 PT8 CSX Muon stub with scintillator coincidence
and XFT track with pT ≥ 8 GeV/c

2 L2 CMX6 PT10 and: match between 10 GeV/c track and
stub

3 L3 MUON CMX18 and: reconstructed 18 GeV/c muon track
matched within 10 cm of reconstructed
CMX stub

Table 3.1: Trigger paths for data used in the top mean lifetime measurement.
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Level Trigger Name Description
2 L2 CMUP6 PT8( & TRK5) L1 CMUP6 PT4 and match between 8 GeV/c

track and stub. In later runs a second, 5
GeV/c track was also required.

3 L3 CMUP8 TRACK5 ISO and: fully reconstructed 8 GeV/c muon
track matched in rφ within 10(20) cm of
reconstructed CMU (CMP) stub, && 5
GeV/c track with less than 1.5 GeV track
isolation energy within a 0.175 < δR <
0.524 cone.

3 L3 CMX8 TRACK5 ISO L1 CMX6 PT8( CSX) and reconstructed 8
GeV/c CMX muon track matched within
10 cm of reconstructed CMX stub, &&
5 GeV/c track with less than 1.5 GeV/c
track isolation energy within a 0.175 <
δR < 0.524 cone.

Table 3.2: Trigger paths for data used in the τ mean lifetime measurement. The Level
1 muon triggers are identical to those used in the top mean lifetime analysis. For the
CMX trigger path, Level 2 was set to automatically accept events on the Level 1 6
GeV CMX trigger. Trigger efficiencies for these paths are described in Appendix C.
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Trigger efficiency for t triggers

CDF has measured the efficiency of each of the trigger streams above for events

containing good lepton candidates, by finding these leptons in events collected from

looser triggers and measuring the fraction of events that also triggered the high-pT

central lepton trigger in question [47, 48]. For electrons, all of the inefficiency is due

to the track requirement. With respect to the later offline reconstruction algorithms,

the combined electron triggers are 96.2± 0.6% efficient.

For the muons accepted by the filters that we will describe in Chapter 5, the

MUON CMUP18 stream is 90.8±0.5% efficient and the MUON CMX18 stream is 96.5±0.4%

efficient.



Chapter 4

Event Reconstruction and

Simulation

In this chapter we explain the software tools used to interpret CDF data, focusing

on the reconstruction algorithms used in this dissertation. We also describe the

Monte Carlo event generation scheme used in constructing simulated data samples.

The Monte Carlo datasets used to measure detector acceptances and filter efficiencies

are described in Section 4.2.

4.1 Algorithms

The triggers described in Chapter 3, along with detector controls and monitoring

systems, form the core of the online operations, which are systems running in real-time

as collisions take place. Online algorithms are optimized for speed. Final analysis

of event data uses the typically slower offline systems for storing, processing, and

66
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reprocessing events which have been flagged for permanent storage.

These systems have access to the raw event data, and usually, to better calibra-

tions than were available to Level 3. Some calibrations, such as the beamline, are

calculated offline using a subset of the data for each run. Others such as global

detector alignments can be updated whenever the alignment procedure is improved,

using stored event data. An oracle database system keeps track of consistent sets

of calibrations [49].

When good calibrations for a period of data-taking are produced, an enhanced

version of the event reconstruction code used at L3, ProductionExe, processes all the

physics events. Data used for this dissertation was processed with ProductionExe

version 5.1.0, although tracks were refit and track-dependent algorithms were re-

run with later software to incorporate the best possible alignments and calibrations.

Below, we describe important components of this offline software.

4.1.1 Tracking algorithms

This measurement relies on the accurate determination of the lepton track’s po-

sition when it is nearest the beamline. This distance is measured in the transverse

plane, in which the lepton’s path is ideally circular. An arbitrary circle of diameter

D is expressed in polar coordinates by the relation

(D + 2d0) sin(φ + φ0) = r + d0(D + d0)/r (4.1)

as pictured in Figure 4.1. The diameter is often replaced by the curvature κ ≡ 1/D,

since curvature is a small quantity for high pT tracks that lends itself to polynomial

expansions. The distance we are interested in, d0, is a signed quantity. The diagram
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Figure 4.1: The helix parameters defining an ideal track in the r − φ plane. The
diameter of the circle, D = 2R, is used in Equation 4.1.

makes explicit the sign convention imposed by choosing d0 as the smallest distance

between the origin and the track, and φ0 as the particle’s initial direction. It can be

summarized by the relation sign(d0) = sign((~p0 × ~r0)z). The track is fully specified

once we add the two r − z parameters: the polar angle (θ) and the z-coordinate at

r = d0 (z0).

Tracking detector data is first processed into hits, which are generically the two,

three, or four space-time coordinates for the intersection of a charged particle and

a detector element. Each coordinate is associated with a measurement uncertainty.

CDF tracking sensors are all much larger in one spatial dimension than the other

two, and therefore only produce two spatial coordinates with useful precision. For

generic tracking, the temporal data from COT hits is mostly used to resolve hit
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positions within a drift cell, as described in Section 3.2.2. Hence, most CDF tracking

algorithms associate collections of two-coordinate hits and derive the five spatial helix

parameters.

The step of assigning hits to a candidate track is called pattern recognition; in

principle it is a different task than track fitting, the determination of track parameters

from the assigned hits. In practice the two steps often overlap: pattern recognition

begins at large radii where the hit density is lowest, then new hits are considered after

improved track parameters have been calculated, and the track is refit.

COT pattern recognition Hits in the COT are first used to form track segments

within superlayers. This procedure uses seeds of three consecutive hits to search

for collections of correlated hits within a superlayer, and with a simple drift model

calculates the best two-dimensional track passing through the nominal origin of CDF

and near the hits. The seed segment direction must be less than about 50◦ from

radial, which essentially disallows tracks with pT ≤ 355 MeV/c. These reconstructed

segments must have more than five hits to be accepted [50].

Segments are combined into track candidates by two procedures to maximize the

pattern recognition efficiency. In segment linking [50], the segments of the outermost

axial layers are combined if they are consistent with a single track with d0 = 0.

These combined segments are fit together to determine d0, and then other segments

near the improved candidate track are added to the fit. Histogram linking [51] is

a faster algorithm, based on the principle that for a given sign of κ, a single hit

determines a unique candidate circle with d0 ' 0. A histogram of the distance

between the candidate circles from every hit (at some fixed reference radius) will have
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peaks corresponding to different tracks, and the distance to a segment-based track

candidate will peak near zero for hits belonging to that track. Histogram linking is

biased toward high pT tracks. It is the only linking algorithm used for the Level 3

trigger.

All linked tracks are kept for fitting, although the two algorithms create over-

lapping sets. The candidates are fit in two dimensions using the original r − φ hit

set, using a linear approximation in κ. The linearized track fit is used to look for

compatible stereo layer segments in an iterative procedure. Finally, hit positions are

corrected with a better drift model, the tracks are refit, and duplicates are pruned.

Outside-in SI hit attachment Adding silicon detector hits to the fits improves

the impact parameter resolution σ(d0) by more than a factor of 10. Silicon hits are

added beginning from the outermost r− φ silicon layers, with a branching algorithm

[52]: every additional hit creates a new track candidate with adjusted parameters

and a new error matrix. The track candidates in this extremely redundant final list

are ranked, first by number of successfully added silicon hits, and then by the fit χ2.

Only the best candidates are retained.

Material interactions Charged particles participate in elastic and inelastic in-

teractions with atoms as they traverse the detector. CDF tracking algorithms take

the elastic process, which is essentially independent of the incident particle’s mass,

into account. In COT track finding, the correction is applied by increasing the error

associated with hits at larger radius at each stage in the final progressive track fit

[50].
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The dispersion from multiple elastic scattering varies inversely with particle mo-

mentum. In a sample of generic tracks from a high-
∑

Ecal
T trigger stream, we find that

σ2
d0

= σ2
0 + (56.8)2/pT . The impact parameter resolution for these tracks is plotted

vs. pT in Figure 4.2.
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Figure 4.2: Impact parameter resolution vs. transverse momentum for generic high-pT

tracks.

Inelastic interactions affect particles of different masses differently. Using the sign

convention explained above, these interactions cause an asymmetric d0 bias for par-

ticles of a given charge: the measured d0 is positively correlated with the measured

curvature κ, and inelastic scattering causes ∆κ > 0(< 0) for positive (negative) cur-

vature tracks. As Figure 4.3 confirms, such interactions are significant for electron

tracks. We must account for different resolutions in the lifetime measurement; resolu-

tion functions and background d0 distributions are measured separately for electrons

and muons, as described in Section 7.1.
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4.1.2 Jet reconstruction

Jet reconstruction begins by calculating the tower energies in the electromagnetic

and hadronic sections of each calorimeter. The ADC counts from each photomultiplier

tube are converted to an energy measurement using loaded calibrations. Given a

primary vertex z position, the tower position can be converted to a relative η, and the

energy measurements can be converted to a tower ET which is used in jet clustering.

Clustering Clustering is performed by the JetClu algorithm [53], which finds

groups of towers near a sufficiently energetic seed tower in η − φ space and therefore

has two important parameters: a seed energy threshold and a definition of nearness.

We use Eseed = 1 GeV and define nearness by the cone size, which is the maximum

allowable value of
√

(∆η)2 + (∆φ)2. We use a cone size of ∆Rcone = 0.4 rad.
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The algorithm begins by selecting towers with energy greater than Eseed, which

define an initial jet center (η0, φ0). The towers within a circle of radius ∆Rcone about

this center are included in the jet candidate. The centroid position of this tower set,

(ηc, φc) is then calculated as

ηc =
1

Ecluster

Ntowers∑
tower=1

ηtowerEtower

φc =
1

Ecluster

Ntowers∑
tower=1

φtowerEtower (4.2)

This procedure is iterated with the substitution (η0, φ0) → (ηc, φc) until the centroid

is stable.

The method has drawbacks which complicate the calculation of jet multiplicities

for various processes. The use of a single seed tower means that the number of

observed jets is not robust with respect to small changes in geometry such as dividing

one tower’s energy over two adjacent towers. Jets can also be connected by soft

radiation between them, which moves the centroid and leads to a merged jet. Because

of this, the correspondence between Njet and Nparton for a given process is best reflected

by detailed event generation and detector simulation.

Energy corrections The measured jet energies vary with experimental conditions

in an undesirable way. Some of the effects are instrumental: while the variation

of calorimeter tower response is corrected online by the DAQ to within 3%, residual

tower corrections must be applied offline. Moreover, particles need not be produced by

a jet to end up within the jet cone. Extra particles from the underlying event and from

overlapping pp̄ collisions1 during the same beam crossing will increase measured jet

1These are termed “multiple interactions” at CDF but the usage is not universal.
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energies. On the other hand, jet energies will decrease if the cone does not fully contain

the parton shower, if particles traverse the entire calorimeter without depositing all

of their energy, or if some particles fall in uninstrumented regions of the calorimeters

such as the gaps for waveguides and the space between arches.

These effects can be corrected for using a series of calibration measurements [54]:

comparing Z masses reconstructed with electrons to the world average, relating the

energy deposition of isolated muons to their momenta, measuring tower energy in

null-trigger events, and balancing the ET of opposing jets in dijet events. Corrected

jets should approximate the energy of the final state of a parton shower well, but we

do not attempt to compensate for the effects of jet fragmentation itself. Especially,

the same corrections are applied to b jets and light quark jets, although on average less

of a b parton’s energy is visible in the calorimeter because it can decay to neutrinos

and muons.

4.1.3 Secondary vertex tagging

Bottom and charm quarks form hadrons which are often long-lived, decaying in

the detector after traveling several millimeters. The tracks produced in these decays

should intersect at their production point rather than the interaction region, so the

reconstruction of such a secondary vertex allows b and c jets to be identified. For this

measurement, top events were identified using the secondary vertex tagging algorithm

SecVtx [55].

SecVtx looks for displaced vertices by first finding displaced tracks, and then

tests if the transverse distance between the vertex and the interaction point (L2D) is
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significant with respect to the measurement errors. Tracks within a jet2 are used if

their impact parameter significance ( d0

σd0
) is greater than 2.0, and they have pT > 500

MeV/c. They must also begin inside the beampipe and not form part of a K0 or Λ

candidate, which is an opposite-sign pair of tracks with invariant mass near 0.498 or

1.11 GeV/c2.

The algorithm makes two attempts (“Pass 1” and “Pass 2”) to form vertices from

the selected tracks. The first Pass attempts to build a three-track vertex starting

from the best pair of tracks. Other tracks consistent with the intersection of the first

two tracks are all added to the vertex. Then the tracks contributing ∆χ2
fit > 50 to

the three-dimensional vertex fit are removed, one by one. If an acceptable three-track

vertex remains, it is retained; otherwise the next pair of tracks is used as a seed.

If Pass 1 exhausts the possible seeds without creating a vertex, tracks with ( d0

σd0
)

less than 3.5 or pT < 1.5 GeV are removed from the list. The second Pass then tests

two-track vertices from the remaining list against a more stringent set of cuts. If a

pair is found with χ2 < 50 it is retained.

The vertex returned by either Pass 1 or Pass 2 must satisfy L2D/σL2D
> 7.5 to be

considered a tag. Tags can be positive or negative, depending on the sign of the two-

dimensional dot product ~rvtx · ~pjet. A long-lived particle moving in the jet direction

will produce a positive tag. The algorithm is intrinsically unbiased to this sign, so

false vertices should be uniformly distributed, and the probability of negative tags

should equal the probability of false positive tags, or mistags. In fact, this symmetry

is broken. The hadron mass cuts and the vertex radius cuts are designed to alleviate

2Tracks are part of a jet if
√

(ηtrack − ηcentroid)2 + (φtrack − φcentroid)2 < 0.4, and if their z0 is
within 2 cm of the zPV used for clustering the jets.
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the bias toward forward-going mistags.

Mistags We define mistags as positive tags in light flavor jets. The probability

of such a tag is important in calculating the non-tt̄ background in our final dataset.

The negative tag probability is useful for measuring the mistag rate, but we have

already noted a source of error in this identification: material interactions, γ → e+e−

and light hadron decays increase the number of positive tags in light flavor jets.

Moreover, negative tags are more than twice as probable in heavy flavor jets as light

flavor jets [56]. The negative tag probability is increased because there are more

tracks candidates with large d0 in the heavy flavor jet, and because tracks from two

distinct vertices in the jet can be combined to produce a negative tag.

Because of these concerns, the average mistag probability for a jet should be

measured using the positive tagging rate in a pure sample of light flavor jets. Such

a sample is impossible to construct. In impure samples the negative tagging rate is

a better approximation, since the increase in the positive tag rate for a given heavy

flavor contamination fraction is much larger than the negative tag rate increase. We

use generic jet samples with little heavy-flavor contamination and correct the negative

tag rate for the two sources of error mentioned above. We also parameterize the mistag

probability as a function of jet η, φ, ET , Ntracks and the event
∑

ET , since the mistag

probability depends strongly on these variables [57, 56].

4.1.4 Lepton reconstruction

Our measurement uses the properties of the track matched to the lepton candi-

date in tt̄ events. In this section we summarize the identification of leptons and the
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matching of candidates to tracks.

Electron

Electrons are first clustered in the electromagnetic calorimeter by searching for a

seed tower and allowing nearby towers to be added to form a cluster if their energy

exceeds some threshold. In electron reconstruction the cluster is not allowed to be

wider than three towers in η, or one in φ.

To find electrons, the tracks are extrapolated through the solenoid to the CES

detector. The track position at the CES is used to seed a strip and wire clustering

algorithm, which compares signal shapes in the chamber to a template from electron

test beam data and adjusts the center accordingly. If the CES profile matches the

template well, it passes electron candidate cuts, and the highest pT track in the region

is used as the electron track. The electron energy and the position of the electron

track at the electromagnetic calorimeter is also used to calculate Lshr, a tower lateral

energy sharing test variable. Lshr is defined as∑
towers(Emeas. − Epred.)√

0.196EEM +
∑

σ(Epred.)2
(4.3)

and tests the hypothesis that the tower energies are created by a single electron [58].

Conversion electrons Conversion electrons originate in the electromagnetic inter-

action of a photon and atomic field, as pictured in Figure 4.4. All electrons are checked

to see if they might be conversions, by looking for an oppositely-charged track which is

less than 0.2 cm away at the point where the tracks are parallel [59]. The two tracks

must also be nearly parallel in the r − z plane, satisfying | cot θ1 − cot θ2| < 0.04.
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If exactly one track matches, the electron is labeled a conversion; more than one

matching track is taken to be the conversion of a bremsstrahlung photon, which often

produces tracks that match the track that radiated it. Such an event, shown in the

second panel of Figure 4.4, is termed a trident. The efficiency of this procedure for

e+

e−

trident

e+

e−

conversion

e+

Figure 4.4: Illustration of conversion and trident electrons. Left: conversion pair
production by a photon. Right: A conversion pair radiated from a positron. The
three tracks can be recognized as a trident.

identifying high-pT conversion electrons is discussed in Appendix B.

Muon

Muon TDC times are first converted to hit positions with twofold ambiguity, using

a drift model that represents the chamber geometry. CMU hits are each recorded

in two chambers; the chamber with the larger charge measurement is the correct

match, and a z position can be extracted from the ratio of recorded charges [60]. In

general, muon stub finding is much like COT tracking, except that the segment has
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no curvature. A trivial drift model is first used to collect hits, and then stubs are fit

in either two or three dimensions, depending on the detector. Tracks are matched to

muon stubs if the track extrapolated to the muon detectors is within about 10 cm

in x ≡ r · φ, although these cuts are usually tightened for specific analyses. In the

CMU, a z match is also required.

Hadronically decaying tau

Hadronically decaying τ leptons are characterized by a few stable hadrons confined

to a narrow cone, the size of which is inversely related to the tau ET . Taus, like jets

and electrons, are reconstructed by first clustering calorimeter towers. Since τ cones

are narrow, the seed tower energy threshold is typically larger than the jet seed

threshold. The highest pT track in a cone of ∆R = 0.4 around the cluster becomes

the seed track, which is used to define the z vertex for τ reconstruction. Tracks and

CES clusters consistent with neutral pions within a cone of size ∆R ∝ 1/Ecluster
T about

the seed direction are associated with the τ candidate. These can be used to refine

the cluster-based ET measurement, which is simply Eτ
T = Ecluster cos θseed [61].

Since the τ has unit electric charge, jet backgrounds can be reduced by ∼ 50% by

requiring an odd number of tracks in the τ cone: our τ lifetime analysis (described

in Appendix C) requires exactly one or three.

Isolation Most energetic particles created at CDF are formed within jets, so the

total energy in a surrounding η − φ cone usually exceeds the particle’s energy. This

surrounding energy is basically absent in the decay of real W± and Z0 bosons to

leptons, because leptons and electroweak gauge bosons are color-neutral. This fact
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forms the basis of a powerful discrimination tool between high-pT leptons from these

electroweak processes and the tracks that mimic them, the isolation cut.

There are three definitions of the isolation cut used in this analysis. For electrons

and muons, the standard calorimeter isolation I is defined as the ratio (
∑0.4

∆R=0 Ecal−

Ecal
` )/E`. For tracks, the track isolation Itrack is the ratio (

∑0.4
∆R(i)=0 pi

T )/ptrack
T . We use

Itrack only to identify leptonically decaying taus in the τ lifetime analysis of Appendix

C. In the same analysis, we define the hadronic tau isolation as (
∑0.4

∆R=Rmin
Ecal −

Ecal
` )/E`, where Rmin is the energy-dependent tau cone size. This definition excludes

the tau decay products from the isolation energy.

4.2 Event simulation

Event generation

We can model elementary particle collisions by determining the probability distri-

butions for the observables in various final states (from the calculated matrix elements,

for example), and selecting outcomes from these distributions using a random number

generator. We use this Monte Carlo event generation method to model both signal

and background processes. In Chapter 2 we pointed out the difficulty of calculating

matrix elements for collisions involving hadrons. The Monte Carlo therefore uses

several distinct approximation schemes. The first approximation is the use of finite

order expansions of differential cross sections for the hard scattering between partons.

These differential cross sections are stored in a library of the event generator, and are

often averaged over observables such as polarization.
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The second set of approximations is used to model the more complex QCD ele-

ments of the collision. First, the incoming hadrons are described by measured parton

distribution functions, as discussed in Section 2.1.1. The incoming partons in the

hard scattering are evolved backward from the interaction momentum scale Q2 down

to the scale of the stored PDFs by parton showering, a process modeled by enabling

1→2 branchings3 such as g → qq̄/gḡ and q → qg. This process creates the additional

partons which would only be included by higher order matrix elements in perturba-

tive QCD. The final state is also evolved down to the non-perturbative QCD scale

by final-state parton showering. Finally the outgoing partons are hadronized to form

the color-neutral particles of the final state.

We use two general-purpose programs for Monte Carlo event generation, Pythia

[62] and Herwig [63]. These differ slightly in the kinematics of parton showering,

and also in the description of hadronization. Occasionally, we use higher-order matrix

element calculations from the Alpgen [64] program as input to Herwig, which

performs the parton showering and the hadronization of Alpgen events. Full event

generation results in a set of stable and metastable particles, their initial positions,

and initial momenta. The event record also includes all of the intermediate particles,

and describes the lineage and descendants of each.

Detector simulation

The list of metastable particles is passed to a description of detector elements

based on Geant [65], which simulates the propagation of particles through detector

materials. For each detector element, there is a simulation based on microscopic

3In our Monte Carlo generators, electromagnetic interactions are also included by showering.
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interactions or parameterizations of test-beam data, which ultimately produces an

output bank functionally identical to the bank produced by the online DAQ. Our

simulation events are based on a run number corresponding to a collider data run, so

that calibrations, alignments and channel maps can be applied. The purpose of this

method is to accurately replicate datasets, including the variable conditions under

which data is collected [66]. The simulated events are reconstructed the same way as

collision data, with one exception: the trigger is not applied to simulations in our t

lifetime analysis. For this reason there are cuts on the final dataset to either confirm

trigger decisions or exclude events that would not be fiducial to the trigger.

4.2.1 Monte Carlo datasets

The Monte Carlo datasets used in this analysis are listed in Table 4.1. We ap-

ply two corrections to the Monte Carlo modeling of electroweak interactions: because

these W± and Z0 samples combine Alpgen and Herwig, the inclusive cross sections

represented for these processes are difficult to normalize. We scale the predictions

for W± and Z0+jets events to match the number of those events found in the data.

We also correct the probability of finding heavy flavor quarks from higher-order QCD

interactions in W± events, which has been shown to be underestimated by the Alp-

gen+Herwig simulation [67].

Monte Carlo for τ mean lifetime measurement

Because the tau and muon track isolation variables are especially luminosity de-

pendent, we use special Monte Carlo datasets that simulate the luminosity conditions
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Process Monte Carlo sample description
electrons muons

W → `ν atop[a,5..7]a atop[c..f]b Alpgen hard scattering fol-
lowed by Herwig fragmen-
tation

Z → `` atop[3..6]z ztop2i e: Alpgen hard scatter-
ing followed by Herwig
fragmentation; µ: Pythia
leading-order matrix ele-
ment and fragmentation

W → τν atop[7..9]t Alpgen+Herwig
tt̄ ttopel Pythia leading-order

WW wtop1w Pythia leading-order
WZ wtop1z Pythia leading-order
ZZ ztopcz Pythia leading-order

s-channel t mtopya Pythia leading-order
t-channel t mtopta Pythia leading-order
Z → ττ ztop4i Pythia leading-order

Table 4.1: CDF database names and descriptions of the Monte Carlo samples used
in the top mean lifetime analysis. The samples use the generators indicated, and the
CTEQ6M parton distribution functions [9].
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of the 2002-2005 CDF data. The signal Monte Carlo Z0/γ∗ → τ τ̄ events were gen-

erated using Pythia, with a dilepton mass threshold of 20 GeV. Tau decays are

generated using Tauola, a routine that produces the correct angular correlations

[68]. The run-dependent Monte Carlo for the τ analysis not only replicates the silicon

detector status but also the luminosity-dependent multiple interaction multiplicity.

The W± → µν̄ and Z0/γ∗ → µµ̄ background datasets for the τ analysis are generated

with similar prescriptions.

Monte Carlo for QCD studies

No Monte Carlo sample is used to simulate the QCD background in the top or

tau mean lifetime measurements. However, Herwig inclusive 2 → 2 QCD scattering

simulations filtered for an 8 or 9 GeV lepton after event generation are used to check

and parameterize impact parameter distributions of leptons from semi-leptonic b and

c decays.



Chapter 5

Data selection

In this chapter we describe the offline selection of events that we will use to

measure the top quark lifetime. We use a sample of leptonically decaying W± bosons

in events with multiple high pT jets. In Section 5.1 we explain this specific combination

of leptons, missing energy, and jets. In Section 5.2 and 5.3 we describe the cuts which

select acceptable events and define these objects. We conclude with a summary of

the accepted data.

5.1 The W+jets sample

As discussed in Chapter 2, the largest number of t quarks produced in hadronic

collisions are created through the interactions q + q̄ → tt̄ and g + g → tt̄. In this

analysis we wish to study t decays to W±b in which W± → `ν̄, where ` represents

an electron or muon1. However, W± → qq̄′ is more common, so we have selected a

1Because τ leptons are unstable and long-lived (cττ ' 87µm), they are poor indicators of the
W± decay position. We do not attempt to include them in the event selection.

85
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sample of events with one hadronic W± decay and one leptonic W± decay.

The preferred final state thus consists of two b jets, two other jets from the

W± → qq̄′ decay, a high-pT lepton, and large missing transverse energy (ET/ ) in-

dicating an undetected neutrino. Jets may escape detection and gluon radiation can

create additional jets, so it not efficient to demand exactly four. To qualify as a tt̄

candidate, we require the following event-level cuts:

• exactly one good central (|η| < 1) electron or muon candidate, which is energetic

(with ET > 20 GeV/c2) and isolated (as explained in Section 4.1.4),

• Missing transverse energy (ET/ ) exceeding 20 GeV, and

• at least three reconstructed jets with |η| < 2.0. These jets’ transverse energy

must be greater than 15 GeV and at least one must be tagged with the secondary

vertex tagger (SecVtx).

There is an important superset of these events obtained by removing the requirement

of a secondary vertex tag. Because (as discussed in Chapter 6) most events in this

larger sample are direct W± production with QCD radiation, it is called the W+jets

sample. We will also refer to it as the pre-tag sample.

Figures 5.1 and 5.2 show the expected distribution of tt̄ signal events in several

event-level variables.
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Figure 5.1: Event topology requirements (event-level cut variables) for the tt̄ signal
simulation. These distributions from simulated p + p̄ → tt̄ events with an electron
candidate were created with the Pythia Monte Carlo generator and the full detector
simulation.
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Figure 5.2: Event topology requirements (event-level cut variables) for the tt̄ signal
simulation. These distributions from simulated p + p̄ → tt̄ events with a muon
candidate were created with the Pythia Monte Carlo generator and the full detector
simulation.
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5.2 Event reconstruction requirements

5.2.1 Detector status

The trigger and reconstruction software can compensate for a finite number of

known overactive or unresponsive sensors for each detector system, but unflagged

hot or dead channels can lead to spurious triggers and event misreconstruction. We

use the GoodRun v.7.0 list [69] to reject all events from a run if the COT or silicon

tracking, the CES detector, or the muon chambers were not properly operating during

the run. Because the CMX muon detectors were fully commissioned five months after

the silicon detectors, we only accept events from those early months if the primary

lepton is not reconstructed from CMX hits. These GoodRun requirements not only

reduce the effective luminosity of the CMX lepton dataset from 318 pb−1 to 305 pb−1,

but also exclude a three-month period of data-taking during which wire aging in the

COT reduced the gas gain in some regions. While a solution was being developed,

some superlayers were operated at a lower electrostatic potential [70].

5.2.2 Interaction point requirements

The collision point is found by fitting three-dimensional tracks to a common z-

vertex position. To accept an event, a good2 z vertex must be found. Such a vertex

can be formed by one track, but only if it is the highest pT COT track in the event.

Otherwise, the sum of track weights in the vertex must be 12 or greater. Tracks with

a good fit χ2 and small |d0| (<1 cm) that are consistent with the vertex z are weighted

2“Class 12,” in CDF terminology.
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with the following prescription:

• COT tracks with ≥ 3 axial and ≥ 3 stereo segments: weight = 6

• silicon-based tracks with ≥ 5 axial and ≥ 3 stereo hits: weight = 4

• tracks with ≥ 2 axial and ≥ 2 stereo COT segments, and ≥ 2 axial and ≥ 2

stereo silicon hits (failing the cuts above): weight = 2

Due to multiple collisions in the same beam crossing there is often is more than one

good z-vertex: we rank these candidates by the scalar
∑
|pT | over all associated

tracks, and choose the zevent
0 to be vertex with the highest pT sum within 5 cm of the

lepton’s track. To ensure that the event is well-contained in the fiducial region of the

detector and consistent with the luminous region at CDF, zevent
0 must fall between

-60 and 60 cm. The efficiency of this cut is 95.5 ±0.3% [71].

5.2.3 Background rejection

The backgrounds to tt̄ production in our sample are described in Chapter 6. Here

we summarize some event-level cuts designed to remove distinct backgrounds.

Dilepton veto

We remove events in which a second lepton passes all lepton identification require-

ments, or all lepton identification requirements excluding the isolation cut. Such

events pertain to top events of the `νb`ν̄b̄ topology, or to other backgrounds. For

tt̄ → `νbqq̄′b̄ events with three identified jets, this cut is over 99% efficient.
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Z0 decay veto

Energetic isolated leptons are produced copiously in pairs by the Drell-Yan pro-

cess, especially at the Z0 resonance. Some such events pass the Njet and missing

energy requirements listed above. To reduce this background, we do not allow any

lepton candidate to belong to a pair of same-flavor leptons with invariant mass be-

tween 76 and 106 GeV/c2. The second lepton can can have have pT as low as 10

GeV/c and fail many lepton identification cuts: leptons associated with tracks must

have opposite charge and isolation ≤ 0.15, but trackless electrons with ET < 10 GeV

and hadronic to electromagnetic energy ratio ≤ 0.12 are also considered in the veto.

The efficiency of this cut for generic tt̄ events which have not already been removed

by the dilepton veto is 97.0 ±0.1% for muons and 95.4 ±0.1% for electrons. The un-

derefficiency of this background removal filter is studied with Monte Carlo simulation,

as discussed in Chapter 6.

Conversion veto

Electrons in the signal sample are required not to form conversion candidates

with any reconstructed track, unless the conversion can be classified as a trident.

The conversion and trident identification algorithm is described in Section 4.1.4. 5%

of the electrons in the data sample are identified as tridents. No conversion veto is

applied to simulated tt̄ events.
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Cosmic ray veto

Muons produced in the atmosphere by cosmic rays frequently cross the CDF

detector, and occasionally coincide with a beam crossing. These muons are typically

isolated, and hence likely to enter the W±+jets sample. Tracking information and the

timing of hits in the TOF and hadronic calorimeter TDCs are used to reject muons

from cosmic rays [35]. Cosmic muons are not correlated with the event z0, so muons

are rejected when they are more than 4 cm in z from the event primary vertex. If

they happen to pass near the interaction point, they can be interpreted as a pair

of oppositely charged muons, because the curvature of the track moving toward the

beam will be misinterpreted. Often the inward-moving leg will be missed, because

the flight time correction applied to the COT hits will have the wrong sign. Cosmic

ray events are an important background to understand because there is no correlation

between the muon track and the beam axis for muons produced by cosmic rays. The

lepton’s impact parameter distribution is intrinsically flat, like the distribution of t

decay leptons as cτt →∞. This poses an obvious danger to the lifetime measurement

sensitivity, so we study the veto efficiency in Section 6.1.6.

5.3 Lepton selection

5.3.1 Electron identification

Electron candidates are first constructed by the algorithm described in Section

4.1.4. They are then filtered to reduce backgrounds and ensure good energy recon-

struction. The track is required to be near the CES cluster in z and in “local x,”
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the rδφ coordinate3. Candidates near detector boundaries are rejected. To reduce jet

backgrounds, candidates with large hadronic energy depositions in the towers of the

electron cluster are also removed. The candidate is required to have Lshr (the tower

profile variable explained in Section 4.1.4) less than 0.2.

Because of the high probability of bremsstrahlung, the electron energy cut is ap-

plied to the total cluster energy, and the track pT can be as low as 10 GeV/c. The

ratio E/p is required to be greater than 2. All of the electron kinematic and quality

requirements are expressed in Table 5.1.

Figure 5.3 compares distributions of the identification quantities listed in Table

5.1 for electrons from the ELECTRON CENTRAL 18 dataset to distributions for simulated

electrons from top events. For the real electrons in this comparison, we use a very

pure Z0 sample: in the event there must be another electron that passes the cuts

in Table 5.1 and has opposite charge, such that 76 < |me+e−| < 106 GeV/c2. Some

obvious differences between the simulation and the CDF data distribution are evident

in Figure 5.3, especially the plot of CES ∆Z . Such discrepancies lead to a difference

in true and simulated electron identification efficiency, which is resolved by a scale

factor discussed below.

Electron identification scale factor

To correct the discrepancy between simulated electrons and the candidates in the

signal sample, the ratio (SF )ele ID = εdata

εMC
was measured using a Monte Carlo sample

of electrons from Z0 decays and a 99.85 % pure sample of Z0 electrons in data. The

3The position matching in local x is asymmetric, because a radiating electron will bend away
from its cluster in the magnetic field.
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Figure 5.3: Comparison of electron identification variables for real and simulated
electrons. The Monte Carlo (shaded) distributions are derived from electrons in
our Pythia Z → e+e− simulation, while the overlaid data distributions are plotted
using the unbiased electron in the Z0 sample described in the text. For each data
distribution, every identification cut except for the variable being plotted is applied.



Chapter 5: Data selection 95

ratio for triggerable electron candidates, corrected for backgrounds in data, was found

to be 0.996 ±.005 [72].

5.3.2 Muon identification

The muon candidates constructed as described in Section 4.1.4 are subject to

quality cuts as well. Muons typically interact very little in the calorimeters, so can-

didates traversing towers that recorded a large energy deposition are rejected. The

extrapolated track position must be consistent with the reconstructed stub position.

Since muons in the CMX trigger stream are required to have 4 axial segments of XFT

hits, we require that the track pass through at least 4 axial superlayers before exiting

the COT. This ensures that CMX muons in the Monte Carlo would be fiducial to the

trigger. The complete set of kinematic and quality requirements for muons is shown

in Table 5.2.

In Figure 5.4, we compare the distributions of muon identification quantities for

muons in data to distributions for simulated muons from top events. Again, we

use muons from the Z0 sample and require them to pass every cut unrelated to

the variable being plotted. Discrepancies between the simulation and the dataset

necessitate a muon identification efficiency scale factor.

Muon identification scale factor

The correction factor for the efficiency of µ identification calculated in Monte

Carlo is derived, as for electrons, by comparing Z0 candidates to simulation. The

efficiency for an exceptionally pure data sample, relative to a Monte Carlo sample of
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Electron ET ≥ 20 GeV
Track pT ≥ 10 GeV/c

Isolation fraction ≤ 0.1
Ecluster/Ptrack (pT < 50 GeV/c) ≤ 2.0 c
Ecluster/Ptrack (pT ≥ 50 GeV/c) no requirement

Ehadronic cal./ECEM ≤ 0.055 + 0.00045GeV
E

q ∗ δX < 1.5 cm and > -3.0 cm
|δZ| < 3.0 cm
χ2

strip < 10
Lshrtrack < 0.2
“fiducial” (|XCES| < 21 cm, 9 < |ZCES| < 230 cm,

tower 6= 9)

Table 5.1: Electron identification criteria. The variables used for cuts are described
in the text.

Muon track pcorr
T ≥ 20 GeV/c

Isolation fraction ≤ 0.1
Ehad(P < 100 GeV/c) ≤ 6.0 GeV
Ehad(P ≥ 100 GeV/c) ≤ 3.20GeV + .0280× P
EEM(P < 100 GeV/c) ≤ 2.0 GeV
EEM(P ≥ 100 GeV/c) ≤ 0.95GeV + .0115× P

CMUP: |δXCMU| < 3.0 cm
CMUP: |δXCMP| < 5.0 cm
CMX: |δXCMX| < 6.0 cm
CMX: rCOT exit > 140 cm

Table 5.2: Muon identification criteria. The energies Ehad and EEM are the sum of
the energies in towers crossed by the extrapolated muon track.
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Figure 5.4: Comparison of muon identification variables for real and simulated muons.
The CMU and CMP position cuts are both shown for CMUP muons. The Monte
Carlo (shaded) distributions are derived from muons in our Pythia Z0 → µ+µ−

simulation, while the overlaid data distributions are plotted using the unbiased muon
in the Z0 sample described in the text. For each data distribution, every identification
cut except for the variable being plotted is applied.
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similar events, was found to be 0.874±0.009 for CMUP muons and .989±.006% for

CMX muons [48].

5.4 Heavy flavor jet identification

We use positively tagged b-jets as defined in Section 4.1.3 to identify tt̄ decays.

Since tagging depends heavily on track resolution and reconstruction efficiency, we

must check that the simulation models the b-tag efficiency well. Monte Carlo simula-

tions used for this analysis are slightly optimistic, a problem we remedy with a scale

factor.

To measure the b-tagging scale factor we use a fairly pure sample of heavy flavor

jets, selected by requiring that the jet contains a low pT electron and recoils against

a SecVtx tagged jet. This sample is over 70% pure. A complementary sample

with low heavy flavor purity is constructed by requiring that the low pT electron is

a conversion candidate: this procedure allows in situ background subtraction. The

SecVtx correction determined with this procedure is (SF )tag = 0.890±0.038±0.072

[73]. A similar measurement using jets containing muons, which determined the

background via fits to prel
T ≡ ~pT (µ) · p̂T (jet), measured a correction factor of 0.915±

0.017±0.060 [74]. These measurements were combined to form (SF )tag = 0.909±0.060

[75].
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5.5 Neutrino identification

Neutrinos rarely interact within CDF and escape detection. Their presence can

only be deduced from the nonzero vector sum of the pT of every observed particle in

the event. In the transverse plane, the sum
∑

~pvisible should equal −
∑

~pinvisible. We

assume there is only one neutrino in the event, and take pν
T = −|

∑
( ~pT )visible|.

The missing energy sum is best measured in the calorimeter, approximated by

−
∑

( ~ET )tower for all calorimeter towers. To compensate for calorimeter non-uniformity,

the energy correction applied to all jets with Eraw
T ≥ 8 and |η| < 2.4 is also subtracted

from the missing energy tower sum. Unclustered energy in towers below the jet energy

threshold is not corrected.

The energy of identified muons in the event is visible to the track reconstruction,

but little is absorbed by the calorimeter, so another correction can be incorporated

in the neutrino reconstruction. We subtract the pT of good muon candidates from

the sum above. The muon energy deposited in the calorimeter is added back to avoid

overcorrection.

5.6 Lepton track requirements

A precise measurement of the lepton’s production position requires a well-measured

track, so we begin with the defTrack collection produced by the tracking algorithms

described in Section 3.2.2. The defTracks are required to have at least five COT hits

in two axial layers and one stereo layer. We require an additional stereo layer, as well

as three or more hits in the silicon (SVX, ISL, or L00) r − φ layers. Figures 5.5 and
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5.6 show the impact of our filter on defTrack tracks. Figure 5.7 indicates the impact

parameter resolution improvement attained by requiring more silicon r − φ hits.
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Figure 5.5: Distribution of Nsuperlayers for COT tracks. These plots are created using
lepton tracks in the signal sample, before track quality cuts are applied.

5.6.1 Silicon hit cut scale factor

The Monte Carlo is tuned to reflect the status of silicon detectors on a run-by-

run basis, and models the efficiency of the NSi cut well [66]. We use the ratio of

this efficiency for leptons in data to that in Monte Carlo to normalize the Monte

Carlo predictions of the probability that the leptons pass track quality cuts. We use

identified leptons in the Z0 datasets described earlier to measure the efficiency of this

cut. For comparison, we use inclusive Z0 samples of electrons and muons created by

Pythia. The scale factors measured with electrons and muons are consistent, so we

use the weighted average: ε
εMC

= 1.002 ±.004.

Figure 5.8 compares the track η dependence of the efficiency in data and Monte

Carlo. The simulation is accurate over the fiducial region.
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5.7 Accepted events

The filtering described above yields 157 events from the CDF data stream; 97 are

collected from the electron trigger and 60 from the combined muon triggers. Some

kinematic distributions of the selected data are displayed in Figures 5.9 and 5.10.
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Figure 5.6: Distribution of Nhits for SI tracks. These plots are created using lepton
tracks in the pre-tag sample, before track quality cuts are applied.
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number of axial SI hits. This plot is created using leptons in the pre-tag sample,
before the number of axial SI hits cut is applied.
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Figure 5.9: Kinematic distributions for electron events in the signal data sample. The
first three plots are for selected events; for the last three distributions we relax the
cut on the variable being plotted.
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Figure 5.10: Kinematic distributions for muon events in the signal data sample. The
first two plots are for selected events; for the last three distributions we relax the cut
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Backgrounds

We derive a sample mostly composed of tt̄ events using the selection described

in Chapter 5. However, other processes mimic the tt̄ signature and contaminate this

sample. The largest of these background processes is the direct production of W±

bosons in association with either heavy flavor jets or mistagged light flavor jets. Other

significant backgrounds include electroweak production of heavy boson pairs (WW ,

WZ, and ZZ) or single top quarks. All of these processes can produce an isolated

lepton, large missing energy due to unreconstructed neutrinos or unidentified muons,

and several jets through higher order QCD interactions or via gauge boson decays.

For these backgrounds, we use Monte Carlo event generators.

Another significant background, in which the isolated lepton is fake, is more dif-

ficult to model with our event generation/simulation software. In W+jets nomencla-

ture, a fake isolated lepton can

• have fake isolation, if it comes from either the semi-leptonic decay of a heavy

quark, the leptonic decay of a light meson, or from a photon conversion, or

106
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• be a fake lepton, such as a hadron that penetrates to the muon chambers or a

jet with few tracks and high electromagnetic energy fraction.

When the fake is not produced in a semi-leptonic b or c decay, the missing energy is

mostly due to jet mismeasurement. These fake backgrounds, which are mostly from

QCD interactions, are determined entirely from data.

To account for the sample contamination in the lifetime measurement, we must

determine the anticipated d0 distribution of the total background. Most of the back-

ground d0 distribution width is simply due to the detector resolution. Leptons truly

displaced from the interaction point will only be produced by a few sources:

• W± and Z0/γ∗ events in which the boson decays to a τ lepton,

• photon conversions in the detector material,

• cosmic ray muons, and

• QCD backgrounds from semi-leptonic decays.

This chapter describes the determination of background event multiplicity. The

prediction of the d0 distribution from each background is explained in Chapter 7.

6.1 Background event multiplicity

For most backgrounds we predict the multiplicity of events by the product of the

theoretical cross section (and branching ratio, in the case of exclusive W± → `ν

and Z0 → `` production), our sample luminosity, the acceptance of our trigger and

topological event selection, and the efficiency to identify the lepton and b jet in such
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events. For the acceptance and efficiencies we use the Monte Carlo samples described

in Table 4.1. We correct the efficiencies for the known shortcomings of the simulation,

as described in Chapter 5. The corrections are summarized again in Table 6.1.

Selection Scale factor: εdata/εMC reference
Electrons (CEM) Muons (CMP) Muons (CMX)

Lepton ID 0.996±0.005 0.874±0.009 0.989±0.006 [72, 48]
Lepton Isolation 1.00±0.05 [76]

Jet b-tagging 0.909±0.06 [73]

Table 6.1: Scale factors used with Monte Carlo to determine event acceptance.

As noted, the cross section and the acceptance for QCD events are difficult to ac-

curately predict using simulation techniques. Better predictions of these backgrounds

are formed by examining the data. The QCD background from photon conversions

(Nconv) is straightforward to derive from data if the efficiency of the conversion veto

is known. The remainder is found after the backgrounds from the simulated samples

in Table 4.1 and conversions have been subtracted. The problem then reduces to es-

timating three a priori unknowns: the numbers Ntop, Nelectroweak, and NQCD −Nconv.

This separation is thoroughly discussed in Section 6.1.5 and Appendix A.

6.1.1 Diboson background

The p + p̄ → WW , p + p̄ → WZ, and p + p̄ → ZZ background estimates are all

derived from their theoretical cross sections. Feynman diagrams for these backgrounds

are shown in Figure 6.1. The acceptances modeled by Pythia-generated Monte

Carlo samples and the full detector simulation are summarized in Table 6.3. From
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Figure 6.1: Feynman diagrams for the diboson production processes (WW,WZ, ZZ)
contributing to the W+jets sample.

these acceptances, the scale factors in Table 6.1, and the trigger efficiencies from

Section 3.2.6, there should be 18.2±0.4 electron events and 14.3±0.4 muon (CMU

and CMX) events from these three backgrounds in the pre-tag sample. Using the

b-tagging acceptance and scale factor we predict a total of 1.31±0.03 electron events

and 0.93±0.02 muon events in the signal region. This prediction is compared to other

background levels in Table 6.4.

6.1.2 Z0 → ττ background

The theoretical prediction for the inclusive production rate of Z0 → ττ events

at the Tevatron is 255 pb−1. The acceptance for this background is also found from

Pythia Monte Carlo and the full simulation.

Although τ decays produce leptons less than 26% of the time, and these leptons are

typically softer than directly produced e or µ, the reduction in lepton identification

efficiency is somewhat compensated by the second τ in the event. A hadronically

decaying τ resembles a jet, which increases the acceptance for this background. The

event also has a larger tagging tagging probability because of the long-lived hadronic

tau decay (the pre-tag Z0 → ττ Monte Carlo events are tagged about four times

as frequently as Z → µµ events). The corrected pre-tag background estimates for
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Z → ττ are 4.4±0.2 electron and 3.3±0.2 muon events. The expected numbers of

tagged events in the ≥ 3 jet signal region are 0.29±0.01 electrons and 0.20±0.01

muons, as shown in Table 6.4.

6.1.3 Single top background
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Figure 6.2: Feynman diagrams for single top quark production.

Single top quarks are expected to be produced at the Tevatron by the processes

shown in Figure 6.2. The standard model cross sections are small – 1.98 pb for the

t-channel exchange and 0.88 pb for the s-channel process. If we use these standard

model cross sections, we anticipate 6.6±0.1 electron and 4.4±0.1 muon events due to

single top in the pre-tag sample; 3.1±0.1 electrons and 2.3±0.1 muons are tagged.

This small background imposes a measure of model-dependence on this search. As

discussed in Chapter 2, most natural mechanisms that generate a long top lifetime

would also decrease the single-top cross section.

Since the ratio of the single top cross section in the Standard Model to that cross

section in a “natural” scenario with cτt' 1µm would be ∼ 1012, a top lifetime of 1µm

corresponds to an immeasurably small single top cross section. For any anomalous

top lifetime we consider in this measurement, the single top background vanishes.

Table 6.2 summarizes the changes to the background calculation caused by assuming
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Vtq ' 0.

electrons muons
Process ND

(+,bg) ND
(+,bg), Vtq ' 0 ND

(+,bg) ND
(+,bg), Vtq ' 0

tt̄ 75.3 78.3 44.9 47.2
W 12.9 13.0 9.1 9.2
Z 0.2 0.2 0.4 0.4

W → τν 0.29 0.29 0.20 0.20
QCD 2.0 2.0 1.6 1.6

Table 6.2: The effect of neglecting single top on the background estimates for tagged
events in region D, ND

(+,bg).

6.1.4 Conversion electron background

Conversion events are mostly removed by the conversion finding algorithm de-

scribed in Section 4.1.4. The requirement of three silicon hits also removes a large

fraction of conversions, since conversions typically occur outside of the SVX detec-

tor outer radius, or in the passive bulkheads. Although conversions form a smaller

background in this measurement than in other studies that do not use the NSI hit ≥ 3

cut, the conversion contamination in tt̄ candidate events is explicitly estimated here

for the first time. In previous tt̄ and W± studies at CDF, conversions were treated

as a component of the QCD or “non-W” background, since the missing energy in

conversion-triggered events is unrelated to the lepton. In the lifetime measurement,

however, conversions and other QCD sources are distinct because the d0 distribution

of conversion events reflects the arrangement of dense material in the detector rather

than an intrinsic lifetime1. Hence we must divide the QCD background for electrons

1If the photon that converts is from the primary event vertex, the conversion electron’s impact
parameter can be calculated from the conversion position and the electron’s pT alone.
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into a conversion and non-conversion component.

We use econv, the efficiency to find the conversion partner of a tight electron

conversion track, to determine the number of conversions not removed from the top

sample by the conversion veto: Nmissed = Nfound(1−econv)/econv. This efficiency econv is

measured in Appendix B, as is the conversion event tag probability. From the 18.4±5

pre-tag conversion candidates, we expect 1.2±0.6 tagged events from the conversion

background.

6.1.5 W/Z+jets background

�
q b
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W/Z

Figure 6.3: Feynman diagrams for the dominant W+jets background.

We use the Monte Carlo simulation to model the kinematics of the W/Z+jets

background and measure acceptances, but we constrain the cross section using CDF

data with the procedure described in Appendix A. This measurement also produces

the number of (non-conversion) QCD events NQCD and thus allows us to estimate the

number of top events (Ntt̄).

Using the event missing energy and lepton isolation variables, we create four

disjoint sets of data from the study sample:

• A: ET/ ≤ 15 and Isol > 0.2,
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• B: ET/ ≤ 15 and Isol ≤ 0.1,

• C: ET/ > 20 and Isol > 0.2,

• D: ET/ > 20 and Isol ≤ 0.1.

These sets are illustrated in Figure 6.4. Note that set “D” corresponds to the signal

 (GeV)TMissing E
0 20 40 60

Is
ol

at
io

n 
fr

ac
tio

n

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

   A   

   B   

�������������
�����

�������������
�����

        C        

� �
        D        

Sidebands for QCD measurement

Figure 6.4: Definition of sidebands A,B, and C, used to measure the QCD and
W±+jets backgrounds in the signal region.

sample. From each set we subtract the anticipated number Nbg of a priori backgrounds

(WW,WZ, ZZ,Z → ττ , conversions, and single top events) which were calculated

in the previous sections. We then solve for the number of electroweak2 (W, Z and

2We cannot treat Z → ττ like the other electroweak backgrounds here since the Monte Carlo
process is modeled at leading order, and the constraints of Equation 6.1 do not hold for the simulated
events.
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W → τν), top (tt̄) and QCD events in each set by imposing the following constraints:

σW · Br(W± → `ν)/σZ · Br(Z0 → ``) = 10.69 (6.1)

σW · Br(W± → `ν)/σW · Br(W± → τν) = 1.

ND −
a priori bkg.∑

bg

abgNbg −
`ν,``,τν∑

ewk

aewkLσewk −ND;qcd = att̄Lσtt̄ ≡ Ntop

N+ −
a priori bkg.∑

bg

a+
bgNbg −

`ν,``,τν∑
ewk

a+
D,ewkLσewk −N+

D;qcd = a+
tt̄Lσtt̄ ≡ N+

top (6.2)

ND,qcd

NB,qcd

=
NC,qcd

NA,qcd

(6.3)

Here ai is the pre-tag acceptance × efficiency for process i and a+
i is the signal

sample acceptance × efficiency. L is the sample luminosity, and σewk stands for the

cross section × branching ratio for electroweak processes. This decomposition pro-

cedure resembles a method used to study the cross sections for continuum W±+jets

processes, described in [77]. However, we do not fix the tt̄ cross section to the theoret-

ical prediction since we are more interested in top events than the W+jets spectrum,

and instead add Equation 6.2 as a constraint. The QCD event tagging probability

N+
D;qcd

ND;qcd
and the W+jets tagging probabilities used to calculate a+

W→`ν are taken from

[76]; the latter includes the correction to
σW+b,c

σW+q
mentioned in Section 4.2.

Solving the system of equations in Equation 6.1, we derive Ntt̄, NW , and NQCD for

electrons and muons. Details of the method are described in Appendix A. Results

are listed in Table 6.4.
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Background A× ε (e) A× ε (µ) Event tag probability (µ)
W → `ν 1.4% 0.99% 0.054
Z → `` 0.48% 0.033% 0.015
W → τν 0.077% 0.054% 0.054

tt̄ 3.68% 2.77% 0.60
WW 0.37% 0.29% 0.052
WZ 0.21% 0.16% 0.13
ZZ 0.038% 0.036% 0.15

s-channel t 1.2% 0.8% 0.60
t-channel t 0.53% 0.35% 0.44
Z → ττ 0.040% 0.029% 0.06

Table 6.3: Acceptance-efficiency product and tagging probabilities for Monte Carlo
background samples. The efficiency includes the trigger efficiencies, and lepton iden-
tification, SVX tracking, and z0 vertex scale factors.

6.1.6 Cosmic ray muon background

We confirm that the cosmic ray veto reduces this background to negligible levels.

Since cosmic rays are uncorrelated with the beam position, the d0 distribution of

these tracks should be flat3, and we can estimate an upper limit on the cosmic ray

contamination by looking at the tails of d0 for muons in the signal sample. We

compare the number of selected muon pre-tag events for events passing the cosmic

veto to those failing it, when the muon passes the silicon hit selection but has |d0| >0.1

cm. This sample should be composed of cosmic ray muons, with some contribution

from QCD heavy flavor muons. We neglect the effect of QCD here since we are

interested in a rough upper limit on the cosmic ray contamination.

Interpreting all of the muons with large d0 as cosmic rays, the veto is more than

0.983 ±.001 efficient. As demonstrated in Figure 6.5, only one flagged cosmic can-

didate is found with Njet > 2. Hence, assuming the cosmic ray veto efficiency is

3In fact the silicon hit requirement sculpts the d0 distribution for d > 1.1cm.
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Process Tagged Pre-tag
electrons

W → `ν 240.8±18.6 12.9±1.0
Z → `` 7.8±0.6 0.2±0.01

W/Z → τ 17.8±1.6 1.01±0.1
tt̄ 120.5±15.4 75.3±9.6

WW + WZ + ZZ 18.2±0.4 1.31±0.03
single t 6.6±0.1 3.1±0.1
QCD 19.8±3.4 2.0±0.4

Conversions 18.4±5.0 1.2±0.6
muons

W → `ν 170.8±13.3 9.1±0.8
Z → `` 27.2±2.5 0.4±0.04

W/Z → τ 12.5±1.2 0.69±0.07
tt̄ 75.4±13.0 44.9±7.8

WW + WZ + ZZ 14.3±0.4 0.93±0.02
single t 4.4±0.1 2.3±0.1
QCD 15.4±2.6 1.6±0.3

Table 6.4: Signal and background event multiplicities for the signal cuts used in this
analysis (when standard model estimates of the single top cross sections are used).
Data/MC statistical errors are included.

uncorrelated with Njet, no more than .0173 ±.0173 cosmic events are expected in the

pre-tag signal region. Even without resort to the additional suppression of the d0 cut,

which should remove nearly 90% of the remaining cosmic muons, this background can

be safely ignored.

6.1.7 Summary

We have calculated the purity of the tagged event samples for electrons and muons

by producing the background estimates in Table 6.4, and thereby established that

Prob(d0; cτ) = (0.78)Probt(d0; cτ, σd0) + (0.22)Prob !t(d0; σd0) (6.4)
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Figure 6.5: Top: Comparison of the impact parameters of tight muon tracks with
more than 2 silicon r-φ hits in the pre-tag sample, for events failing (left) or passing
(right) the cosmic veto. For the events passing the veto, the region |d0| < 0.1 has
been removed from this plot for illustrative purposes. Bottom: the Njets spectrum of
failed cosmic events.
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if d0 is measured with an electron track, and

Prob(d; cτ) = (0.75)Probt(d; cτ, σd0) + (0.25)Prob !t(d; σd0) (6.5)

if d0 is measured with a muon track. Moreover, our background composition indicates

that 0.773 of the total background electrons and 0.822 of the total muon background

should have impact parameters consistent with zero, given the detector resolution.

The probability distributions for other background leptons’ impact parameters are

discussed in the next chapter.

6.2 Systematic uncertainties in background com-

position

Uncertainties in the background measurements directly affect the calculated signal

fraction ptt̄, and uncorrelated uncertainties among the background calculations also

affect the background template Prob !t(d0; σd0). In this section we describe the sources

of systematic errors. Monte Carlo and data sample statistical errors, calculated at

each stage of the acceptance and efficiency measurements, have already been noted

in the preceding tables and text.

The total error on the background estimate is given in Table 6.5. The effect of

these background errors on our lifetime limit is discussed in Chapter 8.

6.2.1 QCD background estimates

The QCD background for electrons is measured in two components: the conver-

sion background, and the remainder. From the systematic error on the conversion
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inefficiency determined in Appendix B, the conversion background uncertainty is 16%.

For e and µ events the separation of the remaining QCD processes from t and W±

production depends on the missing energy and isolation modeling by the simulation.

We vary the boundaries of the sideband regions A,B, and C and repeat the procedure,

to probe possible shortcomings in the Monte Carlo. We move the isolation cut by±0.1

and the missing energy threshold by ±5 GeV, and calculate the change in Ntop, Newk

and NQCD.

We let the largest deviation represent our uncertainty, and find a 25% systematic

uncertainty on the QCD background based on this procedure.

6.2.2 Heavy flavor tagging

The 6.6% systematic error on the b-tagging scale factor affects the a priori back-

grounds coherently. Hence we calculate the error on the tagged backgrounds and

apply it as a correlated systematic in Chapter 8. The effect on the total background

is listed in Table 6.5. This scale factor error also affects the predicted number of

tagged top and W events in the QCD background separation procedure; to deter-

mine the effect of the uncertainty on this part of the background measurement, we

vary (SF )tag within its errors and note the fluctuations in the sample decomposition.

Finally, an additional 26% error on NW is contributed by the measurement of the

heavy flavor content of the W sample [67].



Chapter 6: Backgrounds 120

6.2.3 Luminosity, trigger efficiency and scale factor uncer-

tainties

Monte Carlo samples for which we use a cross section and the simulated acceptance

are sensitive to errors in event trigger efficiencies, lepton identification and silicon hit

attachment scale factors. These were determined previously [78, 47, 72, 48, 71], and

are tabulated in Table 6.6. Combined errors for these sources are taken as correlated

when incorporated into the limit calculation.
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Systematic Electron Muon
EWK/QCD estimate (stat) 1.1 0.85

MC statistics 0.07 0.05
Cross sections 0.13 0.07

L/Trig/Lep ID/NSi 0.39 0.25
b-tagging 0.33 0.21

W tag rate 3.59 2.66
QCD method 0.56 0.43

Table 6.5: Error (in Nevents) on the total background estimate.

Error source relative uncertainty (%)
CES CEM CMUP

Luminosity 5.9
Trigger efficiency 0.62 0.55 0.41
Lepton ID scale factor 0.50 1.03 0.61
z0 vertex 0.32
Lepton ID 5

Table 6.6: Correlated errors for backgrounds estimated from Monte Carlo [47, 72, 48,
71, 78]
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Templates

In this chapter we describe the creation of Probt(d; cτ, σd) and Prob !t(d; σd), the

signal and background templates. We first discuss the impact parameter resolution for

high pT electron and muon tracks with silicon hits, and determine a resolution function

describing the probability distribution of the difference between the true and observed

impact parameters (dobs
0 − dtrue

0 ). We call this function g(dobs
0 − dtrue

0 ). In Section 7.2

we use Standard Model t production and decay kinematics from simulated tt̄ events

to construct the distribution of dtrue
0 in events where the t quark has an arbitrary

lifetime. In this toy model, top production kinematics are not affected by the new

physics responsible for the long lifetime. We then use the resolution function g to

derive the observable d0 distribution from these templates. Finally, in Section 7.3 we

describe the creation of background templates, using the background measurements

in Chapter 6.

122
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7.1 Track impact parameter resolution

If for a given lepton the detector resolution causes track d0 mismeasurement by

∆d0, and the beam position is displaced from the average beamline by ~b in the trans-

verse plane, the measured track impact parameter will be related to the true impact

parameter by1

dobs
0 ' dtrue

0 + ∆d0 − (~b× p̂T )z = dtrue
0 + ∆d0 + ∆b0, (7.1)

The beam displacement ∆b0 is related to the Tevatron transverse emittances, and

makes a the largest contribution to the resolution of dobs
0 , as discussed in Section

3.1.3. The probability distribution for ∆d0 + ∆b0, which we call the resolution func-

tion g(dobs
0 − dtrue

0 ), can be directly measured in a sample where dtrue
0 = 0. Since

∆d0 is independent of dtrue
0 for small displacements of high pT tracks, this resolution

function will apply even to tracks with a different dtrue
0 distribution, such as tracks

from hypothetical long-lived t decays.

To use this measurement in our lifetime limit we must additionally ensure that the

tracks in the dtrue
0 = 0 sample are very similar to the tracks in our signal sample. Below

we describe how these samples are constructed, and report the measured probability

distribution g(dobs
0 − dtrue

0 ).

7.1.1 Prompt lepton track samples

We use the Z0 sample first introduced in Chapter 5: Z0 bosons decaying to

central leptons (electrons or muons) are selected from the ELECTRON CENTRAL 18 and

1We have written a linear approximation in curvature κ for the beam displacement error.
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CEM/CMX 18 datasets. We choose events from the same runs as the signal sample, and

again require that the event z vertex be fiducial and that any muons are inconsistent

with a cosmic ray. Lepton identification cuts are listed in Tables 5.1 and 5.2.

From these data we create a very pure sample of Z0 events by requiring that two

oppositely charged leptons of the same type pass the cuts in Table 5.1 or 5.2. The

candidate pairs are required to have an invariant mass very near the Z0 resonance

(83 < m`+`− < 106 GeV/c2) to increase the purity of the sample: the lower mass limit

was raised to reduce background contamination. 2725 muon events and 4288 electron

events pass the complete Z0 selection and are used in the resolution functions.

7.1.2 Z0 sample purity

Electrons

The purity of a lepton sample like the one specified above is of common interest

to CDF experimenters, and it has been measured for an electron sample (using a Z0

mass window of 76 < mZ < 106 GeV/c2 and removing the NSI hit ≥ 3 cut) to be 99.85

±0.05 % [72]. The method relies on the number of same-sign events as a background

estimate. However, Z0 events in which one leg forms a trident are also a source

of same-sign events which we term the “trident background.” In the study cited

above, the trident background is considered signal and so the background estimate is

corrected by the number of wrong-sign events in Z0 Monte Carlo samples. For our

purposes, the trident background is contamination, since the d0 of the conversion legs

does not represent the resolution of the d0 of the prompt lepton. After applying the

NSI hit ≥ 3 cut to both legs, which efficiently reduces the trident contamination, our
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Figure 7.1: The Z0 invariant mass distribution for same-sign (shaded) and opposite-
sign electron pairs. The same-sign events demonstrate the background contamination.
The vertical lines indicate the region used for the resolution function.

measured background fraction becomes .10 ±.06%. In the tighter Z0 mass window

that we require for the resolution function measurement (83 < mZ < 106 GeV/c2)

the background estimate is consistent: 0.07 ±0.05 %.

Muons

The muon sample, again with 76 < mZ < 106 GeV/c2 and no silicon hit cuts, is

evidently 100% pure[48]. We confirm this high purity in our more restrictive sample:

no same-sign (s.s.) events populate the signal region so our background estimate is

0. To set an upper limit on the background, we use the 90% C.L. upper limit on

N s.s. from sampling a Poisson distribution when N s.s.
obs = 0. This limit, N s.s. < 2.44,

implies a background fraction less than 0.13%.

The background in this sample should be dominated by W± → µν events com-

bined with a random track. Since W± leptons are also prompt, we can safely neglect
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any non-prompt component in the resulting sample.
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Figure 7.2: The Z0 invariant mass distribution for muon events demonstrates the
mass range used in constructing the resolution function. There are no same-sign
events in the mass window.

7.1.3 Resolution functions

Using this 100.0+0
−0.13% pure sample of Z0 → µ+µ− events and the 99.93 ±0.05%

pure sample of Z0 → e+e− events, we can plot Prob(d0) for leptons of each type, which

is equivalent to g(dobs
0 −dtrue

0 ) since dtrue
0 = 0. We thus determine the impact parameter

resolution functions for high pT leptons, including the beam width uncertainty. The

r.m.s. of g(dobs
0 −dtrue

0 ) is 37.9±0.3 (stat) µm for electrons and 32.6±0.3 (stat) µm for

muons. The resolution functions for muons and electrons are depicted in Figure 7.3.
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7.2 Signal sample d0 probability distributions

To simulate long lived t decay kinematics, we simply use standard model top

kinematics and move the t decay vertex appropriately along the top ~p direction. The

standard model t kinematics come from our Pythia simulation of 178 GeV/c2 tt̄

pair production and decay, the ttopel sample. The sample is reconstructed and

filtered with the cuts in Chapter 5 so that the probability density for the requisite

kinematic variables reflects the probability density functions in our sample, which are

in principle biased by our cuts. When the W± decays to e or µ, the true impact

parameter of a track from a long-lived t decay depends on the lifetime and velocity of

the t in the laboratory frame, the projection of the t path onto the (r−φ) plane, and

the angle between the t flight direction and the lepton’s direction. The relationship

is shown in Figure 7.4. At higher order, the impact parameter also depends on the

lepton track curvature (or transverse momentum). Thus, three numbers are needed

to specify the lepton d0 for a such a t decay event:

• ctβγ sin θ, the t quark flight distance in the (r − φ) plane,

• αlab
`t , the decay angle of the lepton with respect to the t direction, and

• the lepton track pT .

These values are correlated in t decays, so their three-dimensional joint distribution

is used to generate signal templates. Two-dimensional projections of the joint dis-

tribution Prob(ctβγ sin θ, αlab
`t , p`

T ) are shown in Figure 7.5. From Figure 7.4 we can

determine the true track d0, using the helix diameter D and center (xc, yc). The d0
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of a track of charge q satisfies

qd0 =
√

(xc − x0)2 + (yc − y0)2 −D/2. (7.2)

Applying the top lifetime displacement is equivalent to setting

D` = 2
pT

c× (1.4 T)
(7.3)

xc = cτβγ sin θ +
D`

2
cos(αlab

`t + q`
π

2
) (7.4)

yc =
D`

2
sin(αlab

`t + q`
π

2
)

(where for simplicity we have chosen a reference frame aligned with the t flight

direction.)

Tau decays in signal events While we constructed analysis cuts in Chapter 5

in order to accept W± → eνe and W± → µνµ decays in tt̄ events, the tight lepton

originates from a W± → τν decay in 8.8% of selected tt̄ → W±+jets events. Since

the τ is also long-lived, additional information is needed to construct the track d0

from τ → `ν̄`ντ in this case: for these events we also record the laboratory-frame

δφ between the e or µ and the τ direction, and the τ lepton’s flight distance in the

transverse plane. We then simply add the tau’s displacement to (xc, yc).

Using the calculations above, we convert the kinematic information in Figure 7.5

into a probability distribution function for dtrue
0 . These are our unsmeared signal

templates. Examples of the resulting templates are shown in Figure 7.6.
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7.2.1 Signal templates

We can now derive and parameterize a set of signal templates. The probability

density functions for dobs
0 of leptons from t → W±b decays are obtained by convolving

the distributions obtained in Section 7.2 with the resolution function. Examples of

the final templates Probt(d; cτ, σd) are shown in Figure 7.7.
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7.3 Background d0 distribution functions

7.3.1 Prompt backgrounds

Most backgrounds are “prompt:” they produce leptons at the interaction point.

These backgrounds come from the dominant W± → `ν process, as well as Z0 → ``,

WW , WZ, ZZ, and, whenever relevant, single top. For these processes, the proba-

bility distribution of the observed impact parameter is represented by the resolution

function g, derived in Section 7.1 and depicted in Figure 7.3.

7.3.2 Z0 → ττ and W± → τν backgrounds

Because the τ is long-lived, we must model the d0 distributions for τ -producing

backgrounds2. Again, we smear the distribution of dtrue
0 obtained from taus in our

Monte Carlo by g(dtrue
0 − dobs

0 ). We can safely increase the statistical power of our

simulated samples by releasing cuts that have no effect on the d0 shape, but it turns

out that different cuts affect the d0 of leptons in Z0 → ττ and W± → τν.

The W± → τν background is represented by all tight, isolated leptons in events

from the W± → τν sample passing the pre-tag event selection. However, the pre-tag

sample is a poor model for the Z0 background, because the probability to mistag a

hadronic tau jet in a Z0 → ττ event is related to its momentum. Correlations in the

pT of the two Z0 legs are reflected in the flight distance of the leptonically decaying

τ . For Z0 → ττ events we cannot release the tag cut, but we can loosen the Njet cut

to ≥ 1.

2The backgrounds in this section do not include the potential W± → τν decays in tt̄ events,
which are treated as part of the signal template.
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The smeared W± and Z0 contributions are normalized to the ratio of signal pre-

dictions, and the combination is fit as shown in Figure 7.8.
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Figure 7.8: Template shapes for the W±/Z0 → τ background in the signal region.
Electrons are on the right, and muons are on the left. We fit the data to the sum
of a Gaussian distribution and a symmetric exponential with decay constant λ; the
non-Gaussian fraction is Ftau.

7.3.3 Conversion electron background

For photons that point back at the primary vertex and convert at a radius rconv in

the detector, the created electrons’ d0 is simply expressed by κr2
conv at leading order in

the track curvature κ. This only depends on rconv and the electron pT , so we can use

a large conversion sample to study the template distribution. We relax the following

cuts with respect to the signal sample:

• N(jets) ≥ 0 (was ≥ 3)

• N(tags) ≥ 0 (was ≥ 1)

• Isol < 1.0 (was < 0.1)
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• ET/ ≥ 0 (was ≥ 20)

This conversion sample will obviously have the correct probability distribution in

rconv, but κ is biased by our change of cuts. Figure 7.9 compares the 1/pT (∝ κ)

distributions of these conversion candidate electrons to conversion electrons in events

in the signal sample. Since they are different, we use the ratio of these distributions

to re-weight the conversion events based on their pT . In Figure 7.10 we show the

resulting template shape.

 c/GeV
0 0.010.020.030.040.050.060.07 0.080.09 0.1

0

0.05
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0.15

0.2

0.25
TSelected conversion track 1/p
all conversions
MET > 20 && I < 0.1

TSelected conversion track 1/p

Figure 7.9: Comparison of 1/pT for conversions used to generate the template and
conversions in events passing signal cuts ( ET/ > 20, I < 0.1). To generate a corrected
template, the conversion events are re-weighted by the ratio of these distributions.

7.3.4 QCD jet background

QCD backgrounds include prompt fakes, modeled by the prompt template, and

heavy flavor leptons. For the heavy flavor template, we fit events with ET/ < 15 in the
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Figure 7.10: Template shape for conversions before and after correcting the pT bias.
We must use two symmetric exponential distributions with fractions Fλ and FλF2, and
decay parameters λ1 and λ2. These are added to a Gaussian distribution to describe
the conversion data. The conversions are found in the looser sample described in
Section 7.3.3. Top: before re-weighting. Bottom: after re-weighting.
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1- and 2-jet bins. We use Monte Carlo to determine a parameterization and study

correlations.

We begin with a sample of generic QCD 2 → 2 scattering events produced by

Herwig and filtered for a 9 GeV lepton. Because the lepton filter precedes the

detector simulation which produces conversion electrons and muons from meson decay

in flight, it essentially selects leptons from b and c jets. Pre-tag events in this sample

are 77±6% heavy flavor; most of the light flavor leptons are electrons from neutral

meson decays. We will assume that the b and c lifetimes are well represented by the

Monte Carlo, but use events in data to determine the normalization parameters of

the fit function. The impact parameter distributions for leptons from b and c decays

are well-described by two exponential decay components, one with λlong = 121 ± 20

µm, and the other with λshort = 45± 5 µm.

We process these samples with the detector simulation and the standard event

selection from Chapter 5, and show the resulting d0 distribution in Figure 7.11.

Simulating enough generic QCD events to model the heavy flavor lepton back-

grounds with high statistical accuracy has been a continuing challenge at CDF. We

must explore our signal cuts to improve the statistics of the Monte Carlo template

shape without imposing systematic biases. The ET/ , SecVtx and jet multiplicity

cuts only affect the b/c ratio and not the shapes of lepton d0 distributions from b or

c decays, so we relax these cuts and check that the parameterization is still valid.

Next we determine the free parameters the data, first using isolated events in the

1 and 2 jet bins with ET/ < 15. In the pre-tag sample, this region is about 95% QCD;

τ events contribute less than 1% to either jet bin, but conversions are a significant
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Figure 7.11: Heavy flavor template parameterization from QCD 2 → 2 Monte Carlo.
The parameterization is the same as for conversion electrons, but the Gaussian con-
tribution is zero in this pure Monte Carlo sample. All leptons passing pT cuts are
used to determine the form of the QCD impact parameter template parameterization.
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contribution to the electron sample. We allow the normalizations of both lifetime

components and a prompt Gaussian to float in the fit.

The 1.1K selected muon events are predicted by the template shape with a χ2

probability of 86%, while the fit to 3.4K electron events has a ∼ 10−5 χ2 probability.

However, we have not corrected for conversion electrons. We account for these by

including the conversion template shape described in Section 7.3.3, normalized to the

number of conversions expected in the 1 and 2 jet bins at low ET/ . The resulting fit

is acceptable: Prob(χ2) = 11%.

To finally fix the free parameters, we require a tagged jet and repeat the fit. The

result is shown in Figure 7.12. The events used to model the heavy flavor template,

which have low ET/ , might have a different heavy flavor composition than the QCD

background in the signal region. In the QCD Monte Carlo, the fraction of leptons from

b jets increases slightly (0.24±0.21% per GeV) with missing energy, after a tagged jet

is found in the event (Figure 7.13). We use this slope to correct the parameterization

derived in the low ET/ sideband. The difference in mean ET/ between the signal region

and our low ET/ sideband is 27.5 GeV, so we estimate that the fraction of leptons from

b decays should be 6±5% higher in the signal region.

7.3.5 Background templates

By decomposing the backgrounds in the tagged W±+jets dataset into components

with similar lepton d0 distributions, we have constructed a template shape which

should describe the d0 distribution of the non-tt̄ events in our tt̄ candidate sample,

events that make up approximately 25% of the data. Most of these backgrounds
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Figure 7.12: Validation of the heavy flavor templates in ≤ 2 jet, low missing energy
tagged events.
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Figure 7.13: There is some correlation between ET/ and the lepton parent in QCD
Monte Carlo. The plot shows the fraction of leptons produced in b decays with respect
to the total number of leptons produced in heavy flavor decays, as a function of event
ET/ . We assume this effect is present in the data and correct our parameterization
accordingly.
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produce prompt leptons, which have d0 distributions with r.m.s. 32.6µm for muons

(37.9µm for electrons). The remaining contribution is summarized in Table 7.1.

Background (e) pre-tag sample tagged sample d0 template r.m.s.
tt̄ 120.5±15.4 75.3±9.6 —

Prompt 266.7±19.3 14.4±1.0 37.9±0.4
Single Top 6.6±0.1 3.1±0.1 37.9±0.4

Tau 17.8±1.6 1.01±0.1 71 ±0.6
QCD 19.8±3.4 2.0±0.4 108 ±3

Conversions 18.4±5.0 1.2±0.6 95 ±1

Background (µ) pre-tag sample tagged sample d0 template r.m.s.
tt̄ 75.4±13.0 44.9±7.8 —

Prompt 212.3±13.6 10.5±0.8 32.6±0.3
Single Top 4.4±0.1 2.3±0.1 32.6±0.3

Tau 12.5±1.2 0.69±0.07 70 ±0.6
QCD 15.4±2.6 1.6±0.3 95 ±4

Table 7.1: Summary of electron (top) and muon (bottom) background templates.
Statistical errors from data and Monte Carlo are included.

Background Normalization error Shape error
electron muon electron muon

Prompt 27% 27% 0.6µm 0.6µm
Tau 10% 10%

Conversions 6% 6% 2%(λ) –
QCD 30% 30% 8.6%(FH) 8.6%(FH)

Table 7.2: Summary of systematic errors applicable to the template normalizations
and shapes. The error on the conversion shape is to account for potential biases in
conversion finding, based on the conversion rconv or lepton pT . The error on the QCD
shape is to account for the extrapolation to high ET/ . Both are described in the text.
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7.4 Systematic distortions of templates

7.4.1 Signal templates

Our signal kinematic model determines the resulting template shapes. An exotic,

long-lived top-like quark would probably not have the same production and decay

distributions as the standard model top, but even our simulations of these standard

model distributions suffer systematic uncertainties.

Signal template errors can be understood by creating new signal templates to

reflect systematic uncertainties. We make a set of signal templates for the follow-

ing effects. In Chapter 8 we incorporate these systematic templates into the limit

calculation.

• Parton showering The modeling of initial and final state showers described in

Section 4.2 is controlled by several free parameters. These determine a cut-off

scale for parton showers, the Q2 dependence of αs, and the kinematic limits in

1→2 shower splitting. These parameters are varied based on studies of the soft

jet distributions in Z0 → `` production events [79]. Four separate samples with

more or less initial state radiation, and more or less final state radiation were

each used to generate a template.

• Parton distribution functions The parton distribution functions for the p+p̄

initial state are developed from constrained fits with an array of free parame-

ters [9]. The principal axes of the error ellipsoid determine 20 potential ±1σ

parameterizations which span the uncertainty in parameter space [10]. The

relative variations in the distribution functions can then be applied as weights
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to previously simulated events, to generate the systematic templates. We use

Monte Carlo re-weighted in this way to generate an array of signal kinematic

templates.

• Calorimeter energy scale The uncertainty in the calorimeter jet energy cor-

rections propagates back to the true signal kinematics, since the jet threshold

in our event selection will bias the event kinematics. We shift the corrections

up and down within their ±1σ systematic uncertainties to generate a pair of

kinematic templates reflecting this potential sample bias.

Changes in signal kinematics should mostly affect the top quark’s transverse boost

in the laboratory frame3. The magnitude of the systematic effect from each of these

three sources is suggested by the variation of 〈βγ sin θ〉 given in Table 7.3.

Systematic source ∆βγ sin θ

ISR .001 ±.004
FSR .004 ±.004

Jet energy scale ±1σ .004 ±.003
PDF .001 ±.004

Table 7.3: Effect of radiation, parton distribution function uncertainty, and the jet
energy scale on the transverse t boost in accepted events. For the parton distribution
function we show the quadrature sum of the difference between the CTEQ eigenvector
samples.

7.4.2 Z0 selection effects on resolution function

If the tracks in our Z0 sample differ significantly from the signal sample, the

resolution function g(dobs
0 − dtrue

0 ) might be poorly represented by Prob(dobs
0 ) in the

3While the lepton pT actually varies more, it has negligible effect on the templates.
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Z0 events. In fact Z0 tracks have a different pT distribution than the signal, and

the track impact parameter resolution is dependent on momentum. Our choice of Z0

mass window might also introduce a bias, by preferentially selecting track pairs that

have not radiated.

Momentum dependence

The pT distribution of leptons tracks, shown in Figure 7.14, is different in tt̄ and

Z0 events. We use the generic track pT dependence fitted in Figure 4.2 to average

the variance in d0 according to the pT distribution of electrons in tt̄ or Drell-Yan

events. This check predicts 36.8 µm resolution for both t and Z0 electrons: the effect

of multiple scattering should therefore be quite small.
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Figure 7.14: Comparison of lepton track momenta in the signal and Z0 samples.
Electron data are shown on the left, and muon data on the right. The ratio of the
two distributions in each plot are used to derive a systematic error on the resolution.
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Inelastic interactions

By cutting on the invariant mass of electron track pairs to select prompt electrons,

we have eliminated backgrounds but perhaps also biased the E/p of the electrons in

our sample, and hence the d0 resolution. In Table 7.4 we compare the observed widths

of the resolution functions extracted from the higher ET Z0 leg, in varying Z0 mass

windows. All statistically independent samples yield a consistent resolution, except

for the lowest mass window, where the difference is 2.1σ. We use the change in σ(d0)

(mmin
Z ,mmax

Z ) 〈d0〉 RMS Mean track pT

(76,83) -1.8 ±2.5 40.1 ±1.8 37.6 ±0.6 GeV/c
(83,91) -2.4 ±0.7 35.8 ±0.5 41.3 ±0.2 GeV/c
(91,99) -2.3 ±0.8 35.8 ±0.5 43.0 ±0.2 GeV/c
(99,106) -3.4 ±3.0 35.2 ±2 46.9 ±0.9 GeV/c
(76,106) -2.3 ±0.5 35.8 ±0.4 42.0 ±0.1 GeV/c

Table 7.4: Resolution for electron tracks calculated from subsamples with varying
cuts on the reconstructed mZ . The average d0 is also given. The mass windows
also select different lepton pT ranges, so the pT dependence systematic error found in
Section 7.4.2 overlaps with this cross-check.

when the lower ET leg of the Z0 is excluded from the resolution function as a generous

estimate of the bias from bremsstrahlung. For electrons the change is -2.7 µm, and

for muons, it is -0.4 µm.

We also explore the systematic error for this effect by selecting leptons from Z0

decays that fall into different pT bins. (This pT dependence is not entirely independent

of either the multiple scattering bias or the ET effect above.) We scale these resolution

functions by the ratio of histograms in Figure 7.14. This procedure generates a sample

with weighted pT identical to the signal sample. We then add the scaled resolution

templates together. After rescaling, the resolution shifts +3.99 µm for electrons and
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-0.46 µm for muons. We combine the errors in Table 7.5.

High pT lepton d0 bias

As is evident in the figures and Table 7.4, g(dobs
0 − dtrue

0 ) is not symmetric for

electron or muon impact parameters. This bias would only generate a systematic error

if it were specific to Z0 events – if the bias is common to all high pT lepton tracks,

the smearing procedure used to correct the ideal d0 templates will appropriately bias

the observed variable’s templates.

We have investigated this bias using both electrons and muons from W and Z

decays. It seems to be a generic feature of high pT lepton tracks. In Figure 7.15

we show the mean d0 vs. run number for positively and negatively charged tracks

in W + 0jet candidate events. In Figures 7.16 and 7.17 we show various geometric

dependences of the mean d0. Since the bias is the same for W and Z tracks we

assume it is accounted for in our resolution function and do not correct it, or apply

any systematic error.
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Source of error Electron ∆(σd0) Muon∆(σd0)
statistics ±0.3 µm ±0.3 µm

Lepton track pT dependence +4.0
−0

µm ±0.5 µm

Lepton sample bias +0
−2.7

µm ±0.4 µm

Total +4
−2.7

µm ±0.6 µm

Table 7.5: Errors associated with the resolution function.

7.4.3 Background template shape systematics

Bias from “found” conversions

The conversion template necessarily uses identified conversions, and so may be

biased by a pT or r dependence of the conversion identification efficiency. This would

create a distortion of the d0 shape. We assume that this effect is modeled by the

simulation, and show the efficiency vs. d0 from true conversions in Figure 7.18. This
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Figure 7.18: Monte Carlo conversion finding efficiency vs. electron track d0.
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efficiency increases by 0.1 ±.055 over the impact parameter range 0 < |d0| < 0.05.

We can test how much an efficiency bias might affect the template. If we compare a

Gaussian + exponential fit to the generic conversion d0 shape in data to a function

corrected by a multiplicative efficiency scale factor SF = (.83+2.01|d0|), the prompt

fraction is unchanged but the decay constant changes by approximately 2% (Table

7.6). This change is within statistical errors on the fit, but we will increase the error

on the conversion decay constants by 2% accordingly.

Decay constant (µm) Prompt fraction (%)
Uncorrected fit 106 ±3 76.1 ±.8
Corrected fit 103 ±3 76.7 ±.8

Table 7.6: Change in conversion fit parameters when an efficiency bias is taken into
account. The fits were performed for all good conversion tracks, without correcting
for a pT bias.

Heavy flavor model

As demonstrated in Figure 7.19,the Monte Carlo shows no significant change in the

shapes of heavy flavor impact parameters at low vs. high missing energy. However, in

Section 7.3.4 we also note that the heavy flavor fractions in the Monte Carlo slightly

increase with ET/ . The slopes of the mean d0 vs. ET/ in non-isolated events in the data

are also mostly insignificant (Figure 7.20), although there is a ∼ 1σ increase in |d0|

for non-isolated muons in data. To determine whether the ET/ sideband used has a

systematic effect on the template shape in data, we consider the effect of this cut on

non-isolated events. We compare the fits to tagged, non-isolated events in the 1 and

2 jet bins after imposing different ET/ cuts; these comparisons can be found in Figure
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7.21. For muons, the overall heavy flavor fraction increases somewhat (14±9%) as

we increase the ET/ while for electrons the increase is not significant (1±7%). We

conclude that the 6±5% correction derived from the slope of the b-fraction in Monte

Carlo is reasonable, and apply an additional systematic error of 7%.
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Figure 7.20: The mean (unsigned) impact parameter of leptons in non-isolated tagged
events in data is not strongly correlated to the event missing energy.
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Figure 7.21: Fits to the impact parameter distribution of non-isolated leptons in the
1 and 2 jet bins show slight correlation to missing energy. The upper pair of plots
displays muon events; the lower plots are electrons.
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Limits

In previous chapters we have described the event selection that results in 157

tt̄ candidate events, filtered from the 318 pb−1 of Tevatron data. We have also

calculated the number of background events we expect among these candidates. From

the discussion of Chapter 6, we learned that there should be approximately 126 t signal

events among this data. In Chapter 7 we determined resolution functions (ge(d
obs
0 −

dtrue
0 ) and gµ(dobs

0 − dtrue
0 )) for lepton impact parameter measurements using CDF

tracking, and determined the track impact parameter distributions for the leptons

from background events. Finally, in Section 7.2 we parameterized the dobs
0 distribution

for leptons from t decays as a function of the top lifetime cτt.

Denoting the sample purity ptt̄ = Ntt̄

N
, the distribution of lepton track d0 in our

sample should be well-described by

Prob(d0; cτt, g) = ptt̄Probt(d0; cτt, g) + (1− ptt̄)Prob !t(d0; g)

if cτt is the true top mean lifetime. Thus to estimate the top mean lifetime from the

W+jets sample, we choose the value of cτt for which the combined likelihood L of

158
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the observed lepton impact parameters,
∏157

i=1 Prob(d0(i); cτt, g), is maximal.

In this chapter we calculate this value (which we denote cτmaxL
t ), and explore

the probability distributions that describe it. The calculation of cτmaxL
t is discussed

in Section 8.1. The probability distributions for cτmaxL
t are produced by dedicated

Monte Carlo simulations (pseudoexperiments), which reproduce the maximum like-

lihood fitting procedure in a large number of generated datasets. We process a set

of pseudoexperiments initialized with different true (input) top lifetimes cτ true
t in the

range 0 ≤ cτ true
t ≤ 500µm, so that we can generate an approximation to the two-

parameter probability distribution1 Prob(cτmaxL
t |cτ true

t ). This method is discussed in

Section 8.2.

Based on the set of distributions Prob(cτmaxL
t |cτ true

t ) and our observed value of

cτmaxL
t , we finally calculate limits on cτ true

t , using the Feldman-Cousins construction

[80]. Our upper and lower limits thus represent a confidence interval for cτ true
t : they

are random variates with a 90% or 95% probability of satisfying cτt(min) < cτ true
t <

cτt(max), according to the pseudoexperiment-derived probability distributions.

In Section 8.3, we show how this interval is constructed, and how it is affected by

the systematic errors described in Chapters 6 and 7.

8.1 Maximum likelihood fit

Rather than a continuous function of cτ true
t , the template method of Chapter 7 cre-

ates a discrete array for the signal probability distribution. After adding backgrounds,

1By this notation we mean a probability distribution for cτmaxL
t , i.e. a function such that∫

cd(τ)Prob(cτ |cτ true
t ) = 1.
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the array of templates is still discrete. To find the maximum-likelihood value of cτt

we calculate the negative logarithm of the likelihood L for the probability distribution

corresponding to every integer value cτ true
t in the range 0 ≤ cτ true

t ≤ 500 µm. While

technically, both the signal and background templates used to make the probability

distribution function depend on cτ true
t , the differences between background templates

is undetectable for all cτ true
t (strictly) greater than 0. This is because the background

only depends on cτ true
t through the magnitude of the single top production cross

section2, which we take to scale as σpp̄→tb̄
0 ×

(
1.2×10−12µm

cτ true
t

)
.

We therefore calculate − lnL as a function of the assumed cτ true
t , and choose the

value for which − lnL is smallest. This scan is performed with Minuit [81].

Using the 157 lepton impact parameters from our signal sample, we find that

− lnL is minimal at cτmaxL
t = 0. A quadratic fit to − ln (L/Lmax) is plotted against

cτt in Figure 8.1. In Figure 8.2, we show the data, compared to the maximum

likelihood template.

8.2 Pseudoexperiments

To understand the observed result of an experiment, it is useful to know the

outcome’s probability distribution as a function of the physical parameter being mea-

sured. We have approximated this function (Prob(cτmaxL
t |cτ true

t )) for our measure-

ment by repeatedly running a small simulation that produces cτmaxL
t according to

our likelihood fitting method and simulated lepton impact parameters.

The simulation proceeds in several steps. We describe the process of a single

2This choice is explained in Section 2.2.4.
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pseudoexperiment trial below.

• The trial is assigned a true top mean lifetime. We scan top mean lifetimes

between 0 and 500 µm.

• The background measurements are used to determine the simulated sample

composition:

– The central values of the background and t signal estimates of Chapter 6

are collected into an initial vector ~N0 ≡ (nt, nprompt, nτ , nQCD, nconv).

– ~N0 is smeared by the systematic errors in Table 6.5 to produce another vec-

tor, ~N . Some errors (the scale factors, efficiencies and luminosity errors)

are correlated among different backgrounds, as discussed in Section 6.2,

and these affect the components of ~N coherently. The systematic uncer-

tainty on each parameter is assumed to represent the width of a Gaussian

probability distribution for the parameter.

– The components of the systematically smeared vector ~N are then used

as the means of Poisson distributions to generate the trial background

composition ~Ntrial and the total event multiplicity Ntrial =
∑5

i=1 Ntrial(i).

• Template shapes for the signal and each background are chosen from the tem-

plate measurements in Chapter 7; the fit parameters are allowed to vary within

their statistical and systematic errors.

• Having determined the sample composition and the generating distributions for

this trial, we select Ntrial impact parameters from the template shapes.
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• The pseudoexperiment data is fit with the maximum likelihood procedure, using

our initial estimates of the backgrounds ( ~N0) and template parameterizations.

This procedure is repeated 2400 times for each trial value of cτ true
t . Example distri-

butions are shown in Figure 8.3.
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8.2.1 Error inclusion

The procedure above accounts for statistical errors and the systematic errors on

the backgrounds, which were determined in Chapter 6. It is more difficult to change

the signal model in every pseudoexperiment trial according to the template systematic

errors from Chapter 7. These sources of error affect the top kinematic distributions,

which are used to construct the signal template shapes used for every trial value

of cτ true
t . Allowing these parameters to fluctuate in every trial would involve many

iterations of constructing the signal template array. The same difficulty arises for the

systematic error on the resolution function.

Instead of varying these systematic parameters continuously within the pseudoex-

periment trials, we determine our sensitivity to these effects using the “±1σ” system-

atic templates described Section 7.4.1. We generate new sets of pseudoexperiments

from each systematic template, and compare the generated Prob(cτmaxL
t |cτ true

t ) from

these templates to one another and to the default distribution displayed in Figure

8.3. Differences among these distributions indicate how our limit is influenced by

systematic errors.

In Figures 8.4 and 8.5, we compare the probability distributions of cτmaxL
t from

this procedure, for a few values of cτ true
t . These are fit for every input cτ true

t value

to the sum of a Gaussian distribution and a exponential centered at cτmaxL
t =0. An

additional delta function at the origin is added, to reflect the tendency of the likelihood

fitter to return exactly zero3.

3This occurs when the width of the generated distribution fluctuates lower than the width of
the resolution function. Since the fitter returns zero even when the fitted log likelihood curve has a
minimum at negative values, there is a discontinuity in this bin.
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Figure 8.4: Comparison of probability distributions for cτmaxL
t extracted from the

systematic samples, for given values of cτ true
t . For clarity the points are only shown

for the first sample, but all fits are shown.
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Figure 8.5: Comparison of probability distributions for cτmaxL
t extracted from the

systematic samples, for given values of cτ true
t . The dominant systematic is the uncer-

tainty in g(dobs
0 − dtrue

0 ), with most pronounced effects for small values of cτ true
t .
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We use the difference in the fit parameters for each pair of ±1σ systematic sam-

ples to determine the dependence of the probability distribution on each systematic

effect. We then apply the variation in fit parameters as a smearing of the probability

distributions used in the likelihood-ratio ordering procedure.

8.3 Results

From the maximum-likelihood fit we have found that cτmaxL
t = 0, so the Standard

Model is not challenged by our measurement. To more fully interpret this result, we

use the pseudoexperiment trials to express our uncertainty in the true parameter cτ true
t

by quoting an interval (cτmin
t , cτmax

t ) which has a given probability α of containing

the true parameter4. We quote limits for α = 95% and 90%.

The Neymann construction provides a way to extract such intervals from the

Prob(cτmaxL
t ; cτ true

t ) function. For every value of cτ true
t , we choose a subset of the

possible cτmaxL
t values such that

∫
d(cτmaxL

t )Prob(cτmaxL
t |cτ true

t )e = α (because our

parameterization is discrete, the integral may be slightly larger than α). Our limit,

based on our observation cτ obs
t , is the range of cτ true

t for which cτ obs
t is within the

chosen subset.

By using the likelihood ratio (Feldman-Cousins) ordering principle [80] to deter-

mine the set we accomplish two desirable goals – we automatically include the value

of cτtrue for which the fit result is most probable within the interval, and we avoid

the necessity of choosing in advance between constructing one-sided and two-sided

4Here it should be understood that the interval, and not the true parameter, is the random
element.
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intervals. Our confidence belts, derived using the systematically smeared probabil-
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Figure 8.6: Feldman-Cousins confidence intervals for the true top lifetime, as a func-
tion of the fit result cτfit. The dark region represents the 90% C.L. intervals; the
lighter regions extend this to 95%. These contours are constructed from the pseudo-
experiment procedure described in the text, which accounts for background systemat-
ics. The parameterized probability distribution functions from which these intervals
are made is smeared to incorporate the “shape” systematic errors.

ity distributions Prob(cτmaxL
t —cτ true

t ), are shown in Figure 8.6. From the confidence

range at cτmaxL
t = 0, we derive a limit:

cτt < 52.5µm @ 95% C.L.

cτt < 43.5µm @ 90% C.L. (8.1)

8.4 Conclusions

Our measurement has demonstrated that the impact parameter distributions of

leptons in the venerable lepton+jets top sample are consistent with the detector
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resolution and the Standard Model backgrounds. While the limit we have calculated is

dependent on the simple long-lived top model we concocted, the actual measurement

technique was applied with very few assumptions about the top candidate events. It is

hardly surprising that our data is not well-explained by a long-lived top template, but

the agreement with the standard model template is nevertheless compelling: while

there is still plenty of room for an anomalous top lifetime in the data, we have ruled

out any top lifetimes that might artificially increase the efficiency to b-tag tt̄ events,

or increase the measured value of mt in track-based top mass analyses.

Future improvements The analysis suffers most from the small tt̄ sample size

and from the systematic uncertainty in the resolution function ge(d
obs
0 − dtrue

0 ). This

function is especially uncertain for electron tracks because the sample in which we

measured the resolution might be biased against electrons that have radiated and

which therefore have poor impact parameter resolution. Studies comparing these

effects for electrons from top candidate events and from (Z0) candidates should benefit

from increased statistics. As more data is collected at CDF, the measurement could

also be performed using muon+jets top candidate events exclusively.

Projections The error from the likelihood fit procedure decreases like a statistical

error, as 1√
N

when the dataset is increased N times. Most the systematic errors

on the background templates will also scale like statistical errors. The Tevatron is

expected to deliver 4 pb−1 of integrated luminosity to CDF before Run II ends; with a

dataset this size we might achieve an upper limit on cτt of about 33 µm, conservatively

assuming that the signal template shape systematic errors were not improved at all.
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Further studies This measurement invites two interesting complementary analy-

ses. The first is a similar measurement in the tt̄ dilepton decay channel. By comparing

the impact parameters of the two leptons to one another, the analysis would probe

a different set of possible long-lived backgrounds to t production. The other analysis

would be a study of the t lifetime relative to the timescale of soft QCD interactions.

As explained in Section 2.3.1, the demonstration of tt̄ spin correlations, which would

be washed out by QCD interactions for t quarks with lifetimes exceeding 10−22 s,

might be the most fruitful indirect search strategy.

Ultimately, the detection of single top pair-production at the Tevatron or the

LHC will lay the idea of long-lived top to rest. Nevertheless, the lepton impact

parameter method might survive it as an independent and useful probe of unexpected

backgrounds.
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Background and signal in W+jets

For the background normalization measurement, we perform a simultaneous de-

termination of the number of tt̄ events, the QCD background (excluding electrons

from photon conversions, which are measured separately), and the non-top W+jets

background. Here we outline this procedure, which is based on the method used to

measure the non-resonant W+jets production rates in [77]. We take the backgrounds

estimated from Monte Carlo (dibosons, single top, and Z0→ ττ) into account.

Our method should be roughly equivalent to the iterative method usually used

to find the W+jets background in the top cross section measurement[76], but this

formulation makes the statistical dependence of the top cross section on the W± and

QCD backgrounds explicit, and allows us to easily include the Z0+jets background

with a floating normalization1.

1As for the W+jets background, we cannot accurately fix the p + p̄ → Z+ ≥ 3P cross section
that matches our generated Z+ ≥ 3P events.
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A.1 Missing energy and isolation

The separation of true W± processes (including tt̄) from the QCD background

relies on the assumption that missing energy and lepton isolation are uncorrelated

variables in an event. The joint distribution of these variables for our pre-tag sample

is plotted in Figure A.1. The apparent correlation is a property of our mixed sample,

which includes processes with different ET/ and I distributions. Specifically, there is

a set of events in which the lepton and a large missing energy have the same source:

the W± boson. If the remainder of the events in this sample have the same ET/
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Figure A.1: Correlation between missing energy and isolation variables. The pre-tag
muon sample described in Chapter 5 is used for illustration.

distributions, dominated by the missing transverse energy resolution, then we need

only remove the W± events to determine this ET/ shape. Since the anti-isolation cut

removes most W± events, the missing energy distribution of the non-W± background

should be measurable with non-isolated lepton events.

We can check that the isolation and ET/ are intrinsically uncorrelated with the
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conversion sample (the selection of this sample is explained in Appendix B). This

data should have small contamination from W± events. The missing transverse energy

in conversion events is plotted in Figure A.2, for two different regions of electron

isolation. Except for some probable W events at high missing ET , the agreement is

acceptable. We thus use the relation

 (GeV/c^2)T Missing E
0 5 10 15 20 25 30 35 40 45 50

10
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10
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10
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-1  0.047)±I < 0.1 (mean=8.9 
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 comparisonTMissing E

Figure A.2: The ET/ of conversion events with isolation > 0.1 is compared to the ET/ of
events with electron isolation > 0.15. The sample selection is described in Appendix
B.

NQCD
D

NQCD
B

=
NQCD

C

NQCD
A

(A.1)

in Section 6.1.5 to extract the non-W backgrounds.
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A.2 Untangling contributions to the W+jets sam-

ple

Our method can be thought of as a fit to the two-dimensional ET/ -I distribu-

tion of the data set, using Monte Carlo models for the shapes of W+jets, tt̄, and

most backgrounds, and a parameterized shape with three unknowns for the QCD

background. In fact, our two-dimensional ET/ -I distribution is coarsely binned into

four noncontiguous bins, and most backgrounds are fixed or constrained so that only

NW , Ntt̄ , and the three QCD background parameters NQCD
A
, NQCD

B
and NQCD

C

can float. Since there are five data points (the total event yields in each region

– Nobs A
, Nobs B

, Nobs C
and Nobs D

– and the number of secondary vertex tagged

events in the signal region N+,obs D
) the fit is unconstrained2. The system of five

equations amounts to Equation A.1 and

σW · Br(W± → `ν)/σZ · Br(Z0 → ``) = 10.69 ≡ ρ (A.2)

σW · Br(W± → `ν)/σW · Br(W± → τν) = 1.

Nobs
D −

∑
bg

abg
D Nbg −

∑
ewk

aewk
DLσewk − NQCD

D
= atop

DLσtt̄

≡ Ntop

N+
D −

∑
bg

a+,bg
D Nbg −

∑
ewk

a+,ewk
DLσewk − N+,QCD

D
= a+,top

DLσtt̄

≡ N+,top
D

where the product of the acceptance and efficiency for events of type “bg” in ET/ -I

2Performing this decomposition in different Njet bins could allow a constrained fit, if the Njet

distribution is predicted well for several processes.
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region “X” is denoted abg
X . Note that Equation A.2 holds when the inclusive W/Z

production processes involve the same QCD corrections; we use fixed-order Alpgen

W/Z + N parton simulations to ensure that these constraints will be satisfied.

We solve the system of equations below.

Nobs
X

J
= NW

X

J
+ NZ

X

J
+ NW . τ

X

J
+ Ntop

X

J
+ NMC

X

J
+ NQCD

X

J

= NW ( aW
X
J

+ ρ aZ
X
J

+ aW . τ
X
J

) + Ntop
X

J
+ NMC

X

J
+ NQCD

X

J

=
NW

D

J

aW
D
J

( aW
X
J

+ ρ aZ
X
J

+ aW . τ
X
J

) + Ntop
X

J
+ NMC

X

J
+ NQCD

X

J

(A.3)

Representing the probability of tagging an event of type “bg” by p+
bg, we can wrute

Ntop =
N+,obs

D

3
− N+,W

D

3
− N+,Z

D

3
− N+,W . τ

D

3
− N+,MC

D

3
− N+,QCD

D

3

p+
top atop

D
3

=
1

p+
top atop

D
3

×

(
N+,obs

D

3
−

NW
D

3

aW
D
3

(p+
W aW

D
3

+ p+
Zρ aZ

D
3

+ p+
W.τ aW . τ

D
3
)

)
− 1

p+
top atop

D
3

×
(
p+

MC NMC aMC
D
3

+ p+
QCD NQCD

D

3

)
.

(A.4)

When J = 3, we can solve exactly for the backgrounds:

Nobs
X

3
− NMC

X

3
=

NW
D

3

aW
D
3

( aW
X
3

+ ρ aZ
X
3

+ aW . τ
X
3

) + Ntop
X

3
+ NQCD

X

3
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Since

Ntop
X

3
= atop

X

3
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D

3
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D
3

−
atop

X
3

p+
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D
3
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−
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top atop

D
3
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3

(A.5)

we have
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(A.6)

We insert the solution for region D into the other three equations, with the sim-

plification

qX =

p+
QCD

atop
X

3

p+
top atop

D

3

1− p+
QCD

p+
top

(A.7)
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to obtain
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(A.8)

A.2.1 Systematics from W/Z + (2p) events in W/Z + 3j data

The procedure relies on two important assumptions. First, lepton identification

scale factors and marginal trigger efficiencies should be the same for W → `ν, W →

τν, and Z → `` events once additional leptons are vetoed. It also depends on the

assumption that the fraction of events with fewer than N partons migrating into the

≥ N jet sample is the same for each electroweak background.

For the Z0 → e+e− background, there is a large probability that the second

electron will be reconstructed as a tight jet, as shown in Figure A.3. Since we only

use W±/Z0 + N parton Monte Carlo samples to model the `+ET/ +N jet bin, these

“promoted” Z events are an unaccounted-for background. For our purposes, counting

electroweak N − 1 parton events in the N parton sample is harmless as long as the
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Figure A.3: Left: Comparison of accepted event fraction vs. number of reconstructed
jets for W± + 2p and Z0 + 2p Monte Carlo events passing all analysis cuts. Note
that despite the Z0 veto cut, the second electron in Z0 events increases the average
number of jets in each event. Right: W backgrounds and Z0 backgrounds (triangles)
have different distributions in the ET/ vs. isolation plane, but these distributions are
not strongly correlated to the number of partons generated.

W/Z ratio is unchanged, since all such events will be grouped together in the prompt

template3.

If we assume σ3p/σ2p = 0.27 for both processes, these backgrounds would change

the effective W/Z ratio to 9.29. We adjust the constraint in Equation A.2 accordingly

and recalculate the backgrounds, neglecting any difference in acceptances for the four

kinematic regions in the 2- and 3-parton backgrounds. As documented in Table A.1

the effect is very slight, and can be safely ignored.

3There would also be no effect if Z and W events had the same distribution over the ET/ vs. Isol
plane, because in this case the dependence of the cross-section calculation on the W/Z ratio would
vanish. The second plot of Figure A.3 shows that this is not the case.
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Fraction before background correction Fraction after correction
Signal 0.769 0.770

Prompt 0.183 0.182
QCD 0.038 0.037
Tau 0.011 0.011

Table A.1: Effect on signal sample composition of rescaling the W/Z ratio constraint
to account for backgrounds from W±/Z0 + 2 partons.
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The conversion background

To estimate the conversion contamination of our pre-tag sample, we must know

the inefficiency of the conversion veto described in Section 5.2.3. This is simply

the conversion finding algorithm’s inefficiency [59]. We must also measure the b-

jet tagging rate in conversion events, to determine the number of tagged conversion

events we expect in the signal sample. These measurements are discussed below.

B.1 Efficiency of the conversion finder

The conversion finding efficiency was measured to be 73.0 ±0.7% in an earlier

version of the offline software (release 4.11.1). This measurement used a low pT

electron sample [59]. For our measurement, we constructed a 208.2 pb−1 sample

of high-pT electrons, including conversion candidates, from the same trigger stream

used to select signal events. The cuts used to define this sample are listed in Table

B.1: except for the conversion selection, they are the same electron identification cuts
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used in the mean lifetime measurement. We can repeat the calculation of econv in this

sample, which better reflects our signal sample. We use the same method to calculate

the efficiency as previous authors [59].

Electron ET ≥ 20 GeV
Track pT ≥ 10 GeV/c

Isolation fraction ≤ 0.1
Ecluster/Ptrack (pT < 50 GeV/c) ≤ 2.0 c
Ecluster/Ptrack (pT ≥ 50 GeV/c) no requirement

Ehadronic cal./ECEM ≤ 0.055 + 0.00045GeV
E

q ∗ δX < 1.5 cm and > -3.0 cm
|δZ| < 3.0 cm
χ2

strip < 10
Lshrtrack < 0.2
“fiducial” (|XCES| < 21 cm, 9 < |ZCES| < 230 cm,

tower 6= 9)
Separation (sep) < 0.2 cm

δ cot θ < 0.04

Table B.1: Conversion electron identification criteria. The electron identification cuts
are the same as those in Table 5.1. The conversion identification cuts are described
in Section 4.1.4.

We do not know the fraction of electrons in the original sample that are con-

versions, so we use another selector, a silicon hit cut (NSi hits = 0), to constrain the

sample. This cut should be more efficient for conversions than other electrons because

conversion tracks often begin outside of the silicon detector, or between the barrels

where the material density is high. We only need to know the over-efficiency of this

silicon hit cut, which should be related to the generic silicon tracking efficiency εSI

as 1 − εSI . We measure εSI = 0.844±0.002 in a sample of generic tracks fiducial to

the CES.

We can then write
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ε =
Nconv;SI − εSINconv

Nele;SI − εSI ∗Nele

(B.1)

This method of measuring the efficiency uses the fraction of tracks with no silicon

hits in an estimate of the total number of conversions, but our signal sample includes a

NSi hits ≥ 3 cut. Hence we first measure the efficiency for generic electron tracks (with

no NSi hits requirement), and then use Monte Carlo “truth” information to determine

the inefficiency for tracks with ≥ 3 axial silicon hits. Using the numbers in Table B.2

we find econv = 0.70 ±0.01.

Assuming the ratio of the overall conversion finding efficiency to the efficiency

for tracks with silicon hits is well modeled in Monte Carlo, Nmissed = Nfound× (0.664

±0.050).

We must still extrapolate Nfound in the 208.2 pb−1 inclusive electron strip to the

full 318.5pb−1 dataset. Since 20 conversions with silicon hits are found in this sub-

sample, 1.9 ±0.1 of which are expected to be missed “tridents,” (18.1 ±4.5) × (0.664

±0.050)(318.5/208.2) = 18.4 ±5 conversions are anticipated before tagging.

Sample εSI Ne NSI
e NC NSI

C e
MC truth 0.886 ±0.009 5843 1148 5877 1181 0.882 ±0.004
ele data 0.844 ±0.002 609387 315369 253931 74172 0.704 ±0.004

Table B.2: Input data for the calculation of conversion finding efficiency for all elec-
trons in etlp0d and jqcd0e. The formula is explained in [59].
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Njets Region A Region B Region C Region D
0 4052 10605 157 2198
1 7635 8237 195 372
2 944 757 53 79
3 129 100 15 15
4 17 12 3 4
5 1 0 0 1

Table B.3: Number of conversions with 3 or more axial silicon hits found in each
kinematic region, using a 208.2 pb−1 subsample of the inclusive high-pT electron
data.

B.2 Tagged conversion events

We can also measure the probability to tag a conversion event using the identified

conversion sample. By requiring that conversions be separated from taggable jets by

∆R > 0.4, we ensure that the conversion-finding does not bias the tag probability.

We require the same event-level cuts as the tt̄ signal region, but relax the silicon

hit requirement, and invert the conversion veto and the missing ET requirement.

Although the inverted conversion veto excludes our tt̄ candidate events, we do not

use the high missing ET region for two reasons. First, the low ET/ region has better

statistics. More importantly, tt̄ events with a trident misidentified as a conversion

can artificially raise our estimate of the conversion background event tag rate in this

region. In the low ET/ sample, there are 851 conversion candidates; 54 events are

tagged. Our estimate of the tagging rate is thus 6.34 ±0.08 %.



Appendix B: The conversion background 184

B.2.1 Systematic errors

The most significant assumptions employed above in deriving the conversion back-

ground multiplicity are our reliance on the Monte Carlo to describe the correlation

of silicon hit finding and conversion tagging, and our use of the low ET/ sideband to

describe the tag rate of conversion events with high ET/ .

Heavy flavor jets can generate missing transverse energy in semi-leptonic decays.

By using the low ET/ sideband to model the conversion event b-tagging rate, we may

be biased against heavy flavor events. We can compare our tag rate estimate to the

conversion event tag probability in the signal region. If we calculate the conversion

tagging rate in the high ET/ events, attempting to correct the b-tagging bias by sub-

tracting the anticipated number of tt̄ events which would have been misidentified as

conversions in 208.2 pb−1, we derive an estimated tag rate of 7.08 %. We use the

difference between this estimate and our value, 6.34, as a measure of the possible bias

due to event ET/ .
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First hadron collider measurement

of ττ

The τ lepton, like top, can decay to isolated electrons and muons. However, the τ

has a lifetime which should be observable at CDF. As a sensitivity study and a proof

of the efficacy of our lifetime template fit, we apply the procedure used to measure

the top mean lifetime to a sample of τ → µντνµ decays from Z0/γ∗ → τhτµ events.

We extract signal events from the TAU CMUP and TAU CMX datasets described in

Section 3.2.6. Signal Monte Carlo described in Section 4.2.1 is used to refine the event

selection and to determine kinematic templates for τ decays. The d0 templates are

then generated for τ lifetimes in the range [0 fs, 1.7 ps], by combining the kinematics

of a simulated leptonic τ decay with a proper lifetime chosen from an exponential

decay distribution. As for the top mean lifetime analysis, the “true” template d0

is smeared with a detector resolution function g which is determined from tracks in

Z0 → µµ̄ decays.

185
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Reconstruction parameter Cut applied
CES cluster Emin 0.25 GeV
CES cluster χ2

max 100
π0 minimum EEM 0.25 GeV
calorimeter seed ET >10 GeV
calorimeter shoulder ET <1 GeV
Ntowers 6
Tau cone size 0.4
(pT )seed track >4.5 GeV/c
ηseed track <1
(pT )shoulder track <1GeV/c
ET (π0) 0.5

Table C.1: Hadronic τ reconstruction parameters. The π0 ET threshold is not used
in cuts, and is lowered to 0.25 GeV to calculate the τ π0 isolation.

The signal templates are added to background templates described below, with

loosely constrained relative normalizations. The fraction of signal events and the life-

time of the signal are then simultaneously fit using an unbinned likelihood procedure.

C.1 Event selection

Events from the datasets described in Section 3.2.6 are processed using production

release 5.3, and reprocessed in offline software release 5.3.3 nt to refit tracks and

reconstruct the hadronically decaying τ . The τ reconstruction parameters are listed

in Table C.1.

Data and Monte Carlo events are required to satisfy the same selection require-

ments. After offline reconstruction, trigger requirements are imposed on all samples to

ensure uniformity between data and Monte Carlo samples. Each event must contain a

muon candidate with transverse momentum exceeding 10 GeV and a hadronic τ can-
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Fiducial: pT > 10 GeV/c
|z0| < 60 cm

(CMU,CMP) ∆x < (15,20) cm
or CMX ∆x < 30 cm

COT exit radius > 137 cm
Good: 5 hits ×3+3 layer track

(CMU,CMP) ∆x < (3.0,5.0) cm
or CMX ∆x < 6.0 cm

Track COT χ2 probability > 10−8

Track Isolation Itrack < 1 GeV

Table C.2: Muon quality cuts on the TAU MUON samples, used for the τ lifetime
analysis.

didate with corrected visible transverse momentum exceeding 15 GeV. The hadronic

τ must contain an isolated seed track, where isolation is determined as in the Level

3 trigger1.

In fiducial, trigger-confirmed events, both the hadronic τ and the isolated lepton

must pass further identification cuts, have opposite electric charges, and be separated

by a distance of at least 0.7 radians in η − φ space. The muon identification require-

ments are listed in Table C.2 and the hadronic τ identification requirements can be

found in Table C.3. The final event selection is listed in Table C.42.

For events passing all other selection requirements, the track isolation of the muon

candidate determines whether the event is considered signal or QCD background.

This “strict” sideband is used to calculate the residual background in the signal

region. By removing the τ isolation requirement, lowering the leptonic tau pT cut

1The L3 algorithm requires that the pT of any track within a 10 to 30 degree annulus around the
seed track be less than 1.5 GeV. Tracks with z0 greater than 15 cm from the seed track z0 are not
considered.

2If the background d0 shapes can be measured for QCD events over the entire (pτ
T ,mT ) plane,

these cuts can be optimized in two dimensions to dramatically increase the acceptance [82].



Appendix C: First hadron collider measurement of ττ 188

Fiducial seed track: pT > 10 GeV/c
COT exit radius > 137 cm

9 < |zCES| < 230 cm
L3 Isolated

Fiducial cluster: Seed tower ET > 10 GeV
Visible pT > 15 GeV/c

|ηdet| < 1
Good Tau object: No isolation tracks in cone

Iπ0 < 0.6 GeV/c
EHad > 0.1 pseed

Mvis < 2.0 GeV/c2

Mtrk < 1.8 GeV/c2

veto: electrons, muons, stubs
1 or 3 tracks in cone

Table C.3: Hadronic τ quality cuts on the TAU MUON samples, used for the τ lifetime
analysis.

muon + ET/ : pT > 25 GeV/c
mT < 25 GeV/c2

muon + τh opposite charge

Table C.4: Event-level cuts on the TAU MUON samples, used for the τ lifetime analysis.
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by 5 GeV/c, and including wrong-sign events, we make the QCD background sample

large enough to accurately characterize the impact parameters of fake muons and

muons from semi-leptonic bottom and charm decays.

After all cuts, 98 events remain in the signal sample and 27 events remain in the

strict QCD background sample.

C.2 Sample composition

Z0 → ττ signal 73.2 ±19.1
Z0 and W± prompt muons 6.55 ±2.08
heavy and light flavor QCD muons 4.5 ±0.98

Table C.5: Sample composition describing the origin of muons in the signal region
for the τ lifetime analysis. Errors include statistical and luminosity uncertainties.

We expect 84.25 ± 20 muon events in the sample, 13.1 ± 3.1 % of which are

background events. Table C.5 describes the expected sample composition after all

cuts, which is derived in this section.

C.2.1 Expected backgrounds

The background estimates are primarily derived from Monte Carlo and checked

using selected data events. The backgrounds considered are QCD jet production,

Z0/γ∗ → µµ̄ and W± → µν̄µ. We also check that cosmic ray muon events, which

have a flat d0 distribution that would bias the lifetime fit, are efficiently removed from

the data. We neglect smaller backgrounds to Z0/γ∗ → τµτh, such as tt̄ production.
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CMUP CMX
σ 2768±66 pb
L 317±19 304±18
A 0.00247±0.00005
εµ 0.700±0.009 0.198±0.008
ετ 0.111±0.007 0.128±0.014

εevent cuts 0.0240±0.011 0.0294±0.0204
εL1+L2 .880±.022 .959±.090

SI track .926±.031 .973±.026
Nexpected 3.29 ±1.69 1.45±1.04
Nscaled 4.50 ±2.03

Table C.6: Efficiencies for events in the wewk6m sample. Nscaled represents the expec-
tation after the instantaneous luminosity correction is applied. Because of differences
in actual and simulated run numbers we take the efficiency of silicon tracking from
muons in the etlp0d dataset.

W± → µν background

Fiducial acceptance The raw acceptance for events from the W background chan-

nel is Nfiducial

Nsimulated
= (2.47± 0.05)× 10−3, as shown in Table C.6. We should correct this

acceptance for a luminosity bias, since the fiducial cuts include the Level 3 require-

ment of an isolated track. While the Monte Carlo sample wewk6m includes multiple

collisions, it only grossly represents the luminosity of the data because the simulated

run range ends before run 160000. We measure the Monte Carlo acceptance as a func-

tion of Nvertices, the number of class 12 z vertices in the event, and use this dependence

in calculating an average acceptance weighted to reflect the observed Nvertices in the

data. The ratio of the re-weighted acceptance to the raw acceptance is 0.986 ±0.021.

Trigger efficiencies The Level 1 and Level 2 trigger efficiencies have been measured

for isolated muons passing our fiducial requirements [83]. We use these efficiencies
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in Table C.6. The Level 3 trigger cuts are confirmed in our event selection, and

we neglect any difference between trigger and offline reconstruction efficiencies in

this acceptance calculation. Other studies of the Level 3 isolated track trigger [84]

using similar seed track cuts for τ candidates indicate that its average efficiency is

0.989±.007.

Selection efficiency The fraction
Naccepted

Nfiducial
= .00261 ±.00098 represents the raw

selection efficiency for W± events, before silicon track requirements. Because multiple

interactions can affect the τ candidate and the muon selection efficiencies, this fraction

should also be corrected for luminosity effects. We again apply a scale factor by

measuring the ratio of accepted to fiducial events as a function of Nvertices in the

Monte Carlo, and re-weighting the Monte Carlo events to reflect the signal dataset’s

primary vertex distribution. The muon identification efficiency loss is compensated

by a higher τ fake rate, so the ratio of the resulting efficiency to the raw efficiency is

0.962 ±0.094.

Comparison of estimate with data Many aspects of the jet-to-tau fake rate

might be inadequately simulated for this background calculation. To check that the

number of Monte Carlo “fiducial” τ candidates are reasonable, we compare the Monte

Carlo W yield in the region of high missing ET to the data in Figure C.1.

Z0/γ∗ → µµ̄ background

Fiducial acceptance. The raw acceptance for events from the Z0 background

channel is Nfiducial

Nsimulated
= (6.47 ± 0.03) × 10−3, as shown in Table C.7. We correct this
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Figure C.1: W± transverse mass distribution for fiducial events in data and W± →
µν̄µ Monte Carlo (normalized to the prediction.)

CMUP CMX
σ 467 ±13
L 317±19 304±18
A 0.00647±0.00005
εµ 0.648±0.00338 0.254±0.003
ετ 0.0708±0.0022 0.0729±0.0037

εevent cuts 0.0328±0.0059 0.070±0.013
εL1+L2 .880±.022 .959±.090

SI track .926±.031 .973±.026
Nexpected 1.02±.319 1.12±.247
Nscaled 2.05 ±.44

Table C.7: Efficiency calculation in the zewk6m background Monte Carlo sample.
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acceptance in the same way as for W background events. The raw efficiency must be

scaled down by 0.986 ±0.067 to account for the difference in luminosities.

Trigger efficiencies. Again, Level 3 trigger cuts are confirmed in our event se-

lection, so we have accounted for the L3 efficiency. Because we reject events in all

samples when more than one reconstructed muon passes fiducial requirements, the

same trigger efficiency applies to this sample as to the W± background and Z → ττ

signal.

Selection efficiency. The raw selection efficiency for Z events is (2.8 ± 0.3) ×

10−3. We repeat the calculation performed for W Monte Carlo to derive a combined

luminosity scale factor for τ and µ identification in Z0 simulated events, 0.974 ±0.042.

Comparison of estimate with data. We remove the veto on a second fiducial

muon to compare the predicted distribution of the dimuon mass in Z0 events to the

data. When the fiducial scale factor is applied, the ratio of background-subtracted

events in the region 86 < mZ < 106 is 78.1%±7.3% where the error includes statistical

and luminosity uncertainties3.

QCD background

The QCD background is derived from the data, based on the different distribution

of muon track isolation in QCD and signal or electroweak background events. Figure

C.3 shows the muon track isolation for data in the signal region, in the QCD-enhanced

region of muon pT + ET/ < 20, and in signal Monte Carlo. 27 events are observed

3We add a 1.6% systematic uncertainty to the background because of this difference.
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Figure C.2: Muon + track mass distribution for fiducial events in data and Monte
Carlo (normalized to the prediction.)
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Figure C.3: Comparison of muon track isolation for simulated signal events (green),
data in the kinematic region dominated by QCD events (blue), and data in the signal
region (triangles). These plots are normalized to equal area.

in the strict QCD sideband (2 GeV < Itrack < 8GeV). Modeling the QCD isolation

shape as a flat distribution, we expect 4.50 ±0.98 QCD events in the signal region4.

Cosmic ray background.

We check that cosmic ray contamination in the sample is small enough to be

neglected. Removing the cosmic ray veto, we fit the tails |d0| > 2 mm of the muon

impact parameter distribution for fiducial events. The fits are shown in Figure C.4. A

flat component consistent with cosmic ray muons can be discerned, making up 0.93%

4We have added an additional 10% systematic to the statistical uncertainty to account for the
assumption of flatness.



Appendix C: First hadron collider measurement of ττ 196

��
 / ndf 2χ  45.75 / 14

Prompt     5915±  5575 
   σ  0.01068± 0.03714 

Cosmic    0.8486± 9.565 
Secondary  135.8± 321.6 

 2σ  0.01055± 0.0995 

 (cm)0 d0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1

10

10
2

10
3

10
4

��
 / ndf 2χ  45.75 / 14

Prompt     5915±  5575 
   σ  0.01068± 0.03714 

Cosmic    0.8486± 9.565 
Secondary  135.8± 321.6 

 2σ  0.01055± 0.0995 

Impact parameter: All SI tracks

�� / ndf 2χ  6.859 / 10
Prompt     3304±  5002 

   σ  0.007548± 0.03848 
Cosmic    0.3323± 1.242 
Secondary  109.7± 290.1 

 2σ  0.009553± 0.1012 

 (cm)0 d
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1

10

10
2

10
3

10
4

�� / ndf 2χ  6.859 / 10
Prompt     3304±  5002 

   σ  0.007548± 0.03848 
Cosmic    0.3323± 1.242 
Secondary  109.7± 290.1 

 2σ  0.009553± 0.1012 

Impact parameter: Selected SI tracks

 (cm)0 d
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

10

20

30

40

50

Impact parameter: Cosmic vetoed SI tracks

Figure C.4: Determination of cosmic ray contamination in the fiducial etlp0d sample.
The upper plot shows the impact parameter of all silicon tracks, the center shows the
distribution for tracks in events passing the veto, and the bottom plot shows the
removed events.

of all muons. An estimated 23.98 cosmic muons will pass the loose |d0| cut on our

sample. After applying the cosmic ray veto, an estimated 1.24 ±0.33 remain. While

no cosmic-flagged events pass all other sample cuts, we can use the ratio
Npassed

Nfiducial
=

(2.2 ± 0.3) × 10−3 from Z Monte Carlo events as a rough estimate of the efficiency

for cosmic ray muon events. If a fiducial cosmic ray event has the same probability

as a fiducial Z0 event to be accepted, less than .003 cosmic rays are expected in the

final sample.
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CMUP CMX
σ 467 ±13
L 317±19 304 ±18
A 0.00295 ±0.00004
εµ 0.776 ±0.007 0.089 ±0.004
ετ 0.616 ±0.008 0.591 ±0.026

εevent cuts 0.452 ±0.0112 0.391 ±0.0333
εL1+L2 .880±.022 .959±.090

SI track .926±.031 .973±.026
Nexpected 76.9±19.7 8.02±1.37
Nscaled 73.2 ±19.9

Table C.8: Efficiency calculation in the zewk8t signal Monte Carlo sample.

C.2.2 Signal yield

Fiducial acceptance. The raw acceptance for signal events is Nfiducial

Nsimulated
= 2.95 ±

.04 × 10−3, as shown in Table C.7. We correct this acceptance in the same way

as for background events. Like the W± sample, the signal MC sample used is still

incomplete and hence the range of runs is much smaller than the run range of the

data. The scale factor accounting for this effect on the isolated seed cut is 0.926

±0.014.

Trigger efficiencies. The Level 1 and Level 2 trigger efficiencies are applied as for

W± and Z0 → µµ background events. The Level 3 trigger efficiency is taken to be

1.0 for fiducial events.

Selection efficiency. The raw signal selection efficiency is 0.237 ± 0.007. The

luminosity scale factor for τ and µ identification is 0.931 ±0.032 in this sample. The

full acceptance × efficiency calculation is summarized in Table C.8.
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In the Appendix, several distributions sensitive to the Z0 → ττ component are

plotted from the signal region.

C.3 Template generation

We construct the impact parameter of muons from simulated τ decays in the same

way as the lepton d0 in simulated top events. The calculation is described in Section

7.2.

C.3.1 Detector resolution

The detector resolution is incorporated by smearing the true d0 distribution with

the impact parameters of muons from Z0 decays. We find Z0 → µµ decays in events

from the high-pT muon sample bhmu0d, and use the d0 of any muon satisfying the

muon identification cuts in Table C.2 in the parent distribution. The impact param-

eters of the identified Z0 decay products are plotted in Figure C.5. The data is well

modeled by a single Gaussian distribution, which is used in constructing the prompt

background template.

In Figure C.6 we compare the impact parameters of silicon tracks from Z0/γ∗ →

τ τ̄ muons in Monte Carlo to the generated d0 distribution using a τ lifetime cτ = 87µm

and the measurement resolution encoded in the impact parameter distribution of

muons in Z0 and W± Monte Carlo.
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Figure C.5: Impact parameter resolution template for the τ mean lifetime analysis.
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Figure C.6: Comparison of the 291 fs template (generated from Pythia Z0 → ττ
Monte Carlo kinematics) and the d0 distribution created by the full detector simula-
tion for the same events.
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C.3.2 Background templates

The background templates comprise two components, prompt and displaced back-

grounds. All of the electroweak backgrounds are modeled by normalizing the d0 dis-

tribution derived from Z0/γ∗ → τ τ̄ data to the total number of expected electroweak

events. The QCD background is a mixture of prompt and displaced tracks, which is

modeled with the following procedure.

We utilize the QCD-dominated “isolation sideband,” those events passing all anal-

ysis cuts except the track isolation cut on the muon. Besides a small component of

signal and electroweak events, this region contains muon tracks from heavy-flavor

quark decays, pion and kaon decays, Drell-Yan events, and hadronic fakes. We as-

sume that these latter processes contribute to the events passing and failing the

isolation cut in similar relative proportion. Specifically, we assume that the mixed

sample composition does not generate a correlation between muon track isolation and

the muon’s impact parameter.

To check that the muon track isolation is not appreciably correlated to d0 in QCD

background events, we consider the “kinematic sideband”, those events failing the

pmuon
T + ET/ > 25 cut. For these events, we compare track isolation distributions

for muons passing a tight d0 cut, and for muons failing a loose d0 cut, which are

mostly heavy flavor. The comparison is shown in Figure C.7. Since the shape of

the track isolation distribution is unchanged (the slight excess of prompt muons over

displaced muons in the Itrack = 0 bin can be explained by residual electroweak events),

we conclude that the isolation sideband is an appropriate sample for measuring the

QCD background d0 template.
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Figure C.7: Study of correlations between muon track isolation and muon impact
parameter in QCD data events.

The isolation sideband has few events, so we slightly loosen the pmuon
T + ET/ >

25 cut, remove the tau π0 isolation and opposite-sign requirements, and fit the d0

distribution to generate a smooth, well-modeled QCD template. The data is fit to a

narrow Gaussian plus the sum of two exponentials.

The contributions to the overall background template and the fit to the QCD

component are displayed in Figure C.8.

C.4 Template fit

We have described a procedure for generating an array of signal templates Tcτ (d0)

and a single background template TB(d0). We use them to fit the data for two

unknown parameters: the amount of background, and the lifetime of the signal. From

the event yield study described in Section C.2, we predict a total background fraction
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Appendix C: First hadron collider measurement of ττ 204

(fB)0 and apply it to the fit as a Gaussian constraint. Hence our method numerically

minimizes −0.5 lnL where L = e(fB−(fB)0)2/2σ2
B) ∗ Πtrks [(1− fB)Tcτ (d0) + fBTB(d0)]

as a function of cτ and fB.

C.4.1 Template bias

Pseudoexperiment studies reveal the sensitivity and bias of the template method.

We generate 98 events from a parent template constructed from a signal shape with

τ lifetime τpseudo and a background shape normalized to fB. The first test determines

the resolution and bias in the fitting procedure when (fB)0 = (fB)pseudo. cτfit is plotted

in Figure C.9 against cτpseudo. The second (Figure C.10) determines the bias in the

fitting procedure as a function of (fB)0 = (fB)pseudo. We conclude that when the

background is well understood, and less than about 50%, the lifetime measurement

is unbiased. The expected resolution in these ideal conditions is 17 µm.

C.4.2 Errors from template fitting

Background normalization constraint error

The background fraction fit is dominated by the prior constraint. Entirely re-

moving the constraint biases the average fitted lifetime by +5.4 µm, and increases

the RMS by a factor of 1.7, while even a gentle constraint essentially removes this

bias. Hence, we consider the error incurred by constraining the background fraction

to an incorrect value. In 800 pseudoexperiments using the expected lifetime and

background, when we constrain to a background fraction incorrect by +1σ, the fit

background shifts up by 1σ as expected, but the fit lifetime changes by only +1.5
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Figure C.9: Pseudoexperiment studies of the cτ bias and variance from the fitting
procedure. The mean and variance of the difference between the generated and fit cτ
are plotted as a function of generated cτ .
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Figure C.10: Pseudoexperiment studies of the cτ bias as a function of generated fB.
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±0.9 µm, with unchanged RMS.

C.5 Results

C.5.1 Tau lifetime

The fit returns a τ lifetime of 85.5+23
−17 µm, where the errors are simply calculated

from the shape of the likelihood function. The comparison of the data to the best-fit

template is shown in Figure C.11. The variance from the fit matches the expectation

from pseudoexperiment studies, so we use this to represent the statistical error. We

also incorporate a systematic error from the bias due to the background uncertainty,

which is increased by 1.6% (absolute) to account for the Z yield discrepancy. Hence

we measure that the τ mean lifetime is 285+77
−58 fs.

C.5.2 Data-Monte Carlo comparisons
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