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Abstract

We present the measurement of the tt cross section in the lepton plus jets channel

with ≥ 1 and ≥ 2 secondary vertex tags. We use the scalar sum of transverse

energies of the event (HT ) to discriminate tt from the other backgrounds. We also

use the transverse mass of the leptonic W -boson (MW
T ) to further reduce the Non-

W backgrounds. We use a combination of data and Monte Carlo to estimate the

backgrounds from electroweak processes, single top, fake leptons, W+ Light Flavor

fake tags, and real W+ Heavy Flavor production.

We obtain a value of σ≥1 = 8.7+0.9
−0.9(stat)

+1.2
−0.9(sys) pb for the ≥ 1 tag cross section,

and σ≥2 = 8.7+1.8
−1.6(stat)

+1.9
−1.3(sys) pb for the ≥ 2 tag cross section.

We also present a measurement of the tt cross section by fitting the Njet spectrum.

We combine the = 1 and≥ 2 tag cross sections to obtain σtt̄ = 8.9+0.9
−0.9(stat)

+1.4
−1.3(syst)pb.
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Chapter 1

Theory

The top quark is one of the most interesting particles currently accessible in par-

ticle physics. It is a very special fermion with a very large mass, much larger than

any other fermion. As such, understanding the top quark’s properties is essential to

understanding the mechanism that gives rise to mass. It is also possible that new

physics is present in the top quark data sample, and so it is important to understand

all the different aspects of its production and decay.

This analysis examines the production cross section for tt events at
√
s = 1.96

TeV. This section examines the theoretical overview of phenomenology associated

with the top quark’s properties, production and decay.

1.1 The Standard Model

The Standard Model (SM) of particle physics ([3]-[4]) is a quantum field theory

describing the dynamics of particles that interact via the electromagnetic, weak, and

1
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strong interactions. Gravity is the weakest force and is not included in the SM.

Numerous attempts have been made to include gravity, but none have been experi-

mentally verified.

There are two types of particles that occur in nature, fermions (particles with

half-integer spins) and bosons (particles with integer spins). In the SM, the force

carries are all bosons, and the “matter” particles are all fermions. Each force has at

least one force carrier boson. The electromagnetic force is mediated by the photon

(γ). The strong force is mediated by a set of eight bosons collectively referred to

as gluons. The weak interaction is mediated by three bosons, the W+, W−, and

Z0. The electromagnetic and weak interactions are actually the same force at high

energies, and has implications for the dynamics associated with them (i.e. they are

manifestations of the same underlying symmetry principle. See Appendix A.1.6 for

details.)

The fermions are split into two categories, quarks and leptons. Quarks are

“strongly interacting,” i.e. they participate in the strong interaction. All the fermions

participate in the weak interactions, and all the charged particles interact in the elec-

tromagnetic interaction [5].

Each fermion is coupled with a partner fermion via the weak interaction. Quarks

are coupled with other quarks, and leptons are coupled with other leptons. Each pair

is called a “generation” or a “family” of particles.

The first generation of particles is composed of the up and down quarks, and

the electron and electron-type neutrino. These four particles construct almost all of

everyday matter. The up and down quarks combine to make protons and neutrons,
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which combine to make nuclei. Atoms are made of nuclei combined with electrons,

and the neutrino partakes in nuclear decay.

There are two remaining generations, composed of the charm and strange quarks,

the top and bottom quarks, the muon and muon-type neutrino, and the tau lepton

and the tau-type neutrino. These generations are very similar to the first one, except

for the particles’ masses. There is a very vast discrepancy between the different

masses of the fermions seen in nature. The least massive particles (the neutrinos)

have masses very close (but not equal) to zero, while the top quark is as massive

as an entire gold atom (∼ 170 − 180 GeV/c2). Table 1.1 shows the hierarchy of the

fermions along with their masses [6]. Figure 1.1 shows the mass of the various quarks.

It is clear to see that the top quark has an abnormally large mass.

The question of why the top quark is so heavy compared to the rest of the fermions

remains an open question. Thus, understanding the properties of the top quark is

essential to fundamentally understand the mechanism that gives rise to mass. This

thesis is devoted to the measurement of the production cross section of this particle.

Generation
1 2 3

Q= + 2
3 up (u), charm (c), top (t),

mu ∼ 1.5− 4.5 MeV/c2 mc = 1.3 GeV/c
2 mt = 170− 180 GeV/c2

Quarks Q= − 1
3 down (d), strange (s), bottom (b),

md ∼ 5.0− 8.5 MeV/c2 ms ∼ 80− 155 MeV/c2 mb = 4.2 GeV/c
2

Q= −1 electron (e), muon (µ), tau (τ),
me = 0.511 MeV/c

2 mµ = 106 MeV/c
2 mτ = 1.78 GeV/c

2

Leptons Q= 0 electron neutrino (νe), muon neutrino (νµ), tau neutrino (ντ ),
0 < mνe < 3 eV/c

2 0 < mνµ < 0.2 MeV/c
2 0 < mντ < 18.2 MeV/c

2

Table 1.1: Fermion family structure.

For a more detailed overview, see Appendix A.1.
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Figure 1.1: Masses of quarks.

1.2 Electroweak Symmetry Breaking

As discussed in detail in Appendix A.1.7, it is possible to introduce spontaneous

electroweak symmetry breaking into the Standard Model by the addition of extra

gauge fields that give the electroweak gauge fields longitudinal polarization (i.e. mass)

without upsetting the underlying theory. In the SU(2)L ⊗ U(1)Y symmetry in the

SM, one introduces a complex doublet of gauge bosons

φ =




φ+

φ0


 (1.1)

which carries four degrees of freedom. The Lagrangian to be associated is

L =
1

2
(Dµφ)

†(Dµφ) +
1

2
µ2(φ†φ)− 1

4
λ2(φ†φ)2 (1.2)

Figure 1.2(a) shows a 2-D representation of this potential, and 1.2(b) shows a 1-D

projection around the z-axis.

Three of the four degrees of freedom become the longitudinal components of the

W and Z bosons (hence giving them mass), and the last degree of freedom becomes
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another gauge boson, the Higgs boson. The photon remains massless in the theory,

as is seen from experiments.

The graphical interpretation is that if we examine Figure 1.2(a), the massless field

moves along the “valley” of the potential, while the massive field oscillates up and

down the “hills” of the potential. The vacuum expectation value (v) of the Higgs

potential is the place where the potential has a minimum. It can be determined from

the W mass, and is given by

v =
µ

λ
=

1√√
2GF

= 246 GeV (1.3)

It is also necessary to use the Higgs mechanism to give all the fermions mass.

Without a Higgs, the fermions cannot have mass terms due to gauge symmetry.

However, it requires the introduction of a parameter for each fermion in the theory

that is completely unconstrained theoretically.

That is, for each fermion f , a term is added to the Lagrangian that has the form

LY ukawa = − 1√
2
λfHff̄ (1.4)

≡ −(
√
2GF )

1
2mfHff̄ (1.5)

The Yukawa couplings λf are unconstrained (and hence are the masses).

The top quark turns out to have a very large Yukawa coupling (very close to

unity). It is given by

λt =
v√
2
mt (1.6)

If mt = 175 GeV/c2, λt = 0.99. A value so nearly equal to the number 1 could mean

that the top quark plays an important role in EWSB. It is therefore necessary to

understand all the physics associated with the top quark.
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Additionally, because of its large mass, the top quark can be used to constrain

the Higgs mass, as we shall now examine.

1ϕ
2

ϕ

)
ϕ

U
(

Higgs Potential

(a)

Higgs Potential

0

1

0 1

2λ

4µ 
4
1, -

λ
µ

2
2ϕ + 2

1ϕ

)2
2ϕ + 2

1ϕU(

(b)

Figure 1.2: Higgs mechanism potential and projection around the z axis.

1.2.1 Constraints on Higgs Mass

Due to its large mass, the top quark contributes significantly to the masses of the

W and Z bosons via loop diagrams as in Figures 1.3(a) and 1.3(b). The Higgs boson

also contributes to radiative corrections as in Figures 1.3(c) and 1.3(d). The ratio ρ

is defined as

ρ =
M2

W

M2
Z

(1− sin θW ) = 1 + ∆r (1.7)

where ∆r is the radiative correction and is given by

∆r =
3GF

8π2
√
s
M2

t +

√
2GF

16π2
M2

W

[
11

3
log

(
M2

H

M2
W

)]
(1.8)
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We see that this ratio has a quadratic correction from the top quark mass, and a

logarithmic correction from the Higgs mass.

Thus, simultaneously measuring sin θW , the W , Z, and top quark masses can give

an indirect measurement of the Higgs mass. Because the uncertainty is dominated by

the W and top masses, it is a good approximation to consider the other parameters

as fixed.

Figure 1.4(a) shows the W boson mass versus the top quark mass. The allowed

values of the Higgs mass are given in diagonal bands. The 68% contours are from

measurements of the W and top masses, and precision electroweak data.

The most probable value (taking into account all the precision electroweak data

plus top quark mass measurements) is

mH = 98+52
−38 GeV/c

2 (1.9)

Figure 1.4(b) shows the χ2 fit to all the data. Note that LEP has excluded Higgs

masses below 114 GeV/c2 by direct measurements. These are shown in the yellow

band in Figure 1.4(b).

Therefore, the mass of the top quark constrains the mass of the Higgs boson. Al-

though this uses the simplest Higgs model for illustrative purposes, similar constraints

can be applied to other models. The top’s suspiciously large Higgs coupling and its

obvious difference in mass from all the other fermions motivates a close examination

of its properties.
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Figure 1.3: Corrections toW and Z masses due to loop diagrams involving top quarks
and the Higgs boson.
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1.3 Quantum Chromodynamics (QCD)

The top quark is primarily pair-produced via the strong interaction at pp colliders.

Thus, the interaction that is of primary interest for the tt production cross section is

quantum chromodynamics (QCD). A full overview is given in Appendix A.1.8.

There are some theoretical challenges involved in making QCD calculations. It

turns out that the coupling constant for QCD at low energy is close to unity, making

perturbative calculations impossible.

However, it turns out that the coupling strength decreases with increasing energy,

a trend opposite to QED. This is referred to as asymptotic freedom. The running

coupling constant for QCD is given by [7]

αs(|q2|) =
αs(µ

2)

1 + (αs(µ2)/12π)(11n− 2f) log (|q2|/µ2) (1.10)

where n is the number of colors (3 for the SM), f is the number of flavors (6 in the

SM), and µ is an arbitrary cutoff of the integral which diverges for low energies. If

11n > 2f , the theory has antiscreening. This equation is only valid for |q2| À µ2.

Notice that we cannot simply expand the running coupling starting from low-q2

scales. That is precisely where the theory breaks down. Instead, we introduce a

minimum scale for the QCD interaction. Introducing the quantity

log Λ2
QCD = log µ2 − 12π/

[
(11n− 2f)αs(µ

2)
]

(1.11)

the running coupling constant becomes

αs(|q2|) =
12π

(11n− 2f) log (|q2|/Λ2
QCD)

(1.12)

(see Appendix A.1.5 for details).



Chapter 1: Theory 11

Λ is in principle calculable, but it is difficult to measure experimentally. It seems

to be roughly 100 − 500 MeV/c. However, the fact that this parameter is not well-

known presents difficulties when making QCD calculations, and is often a large source

of theoretical uncertainty (as is the case for tt production). This is in addition to

the theoretical uncertainty associated with the q2 scale at which to evaluate αs. We

will use q2 = m2
t , and vary the scale from m2

t/4 to 4m2
t as a probe of systematic

uncertainty.

Once we are in the regime in QCD where the coupling strength is weak (αs <

1), calculating quantum mechanical amplitudes is similar to QED as described in

Section A.1.4. However, the SU(3) symmetry in QCD means that there are vertices

between the gluons themselves. Figure 1.5 shows the various couplings allowed in

QCD.

There are several phenomenological implications of the peculiarities of QCD.

Firstly, due to the fact that quarks and gluons are confined within hadrons, it

is impossible to make beams of bare quarks and gluons for colliding. Thus, it is

necessary to understand the distribution of quarks and gluons within the hadrons we

can collide. These are called parton distribution functions.

Secondly, quark confinement requires that outgoing partons must combine with

other quarks in order to form color-neutral hadrons. This process of hadronization

will be discussed below.

Finally, because the coupling is strong at low energies for QCD, initial and final

state radiation becomes very important when colliding hadrons.

We now discuss these phenomena in turn.
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(a) (b) (c)

Figure 1.5: QCD vertices between fermions and gluons.

1.3.1 Parton Distribution Functions

Because of the asymptotically free nature of quarks within hadrons, the observable

hadrons are not simple objects to deal with. While the hadron will have the same

quantum numbers as it’s simplest quark representation, there are large quantum

fluctuations inside the hadrons that cause somewhat complicated behavior. There is

no real idea of “constituent quarks”, in that no single two or three quarks remains in

existence for all time. Rather, the “quantum sea” of particles is constantly erupting

into q − q̄ pairs, with gluons interacting with all the quarks around and with each

other. Figure 1.6(b) shows a typical situation, with quarks popping in and out of

existence, exchanging gluons, producing gluons, etc.

All the types of quarks and gluons are present at some level in any given hadron

(although some of them at undetectable levels). It is possible [8] to treat the un-

derlying quarks and gluons as free in the limit of large momentum transfers. In
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this limit, each parton carries some fraction of the total momentum of the hadron,

pparton = xphadron, where x is the fraction of momentum carried by the parton in

question.

Thus, it is possible to construct probability densities (commonly referred to as

parton distribution functions) that represent the probability that a parton q will

carry a fraction x of the total momentum of the system. So, given a quark u, with

probability density u(x), the average momentum carried by that particle will be

〈p〉 =
∫ 1

0

xu(x)dx (1.13)

These structure functions are extremely difficult to calculate theoretically. In practice,

it is often easier to parameterize a given theory with experimentally verifiable factors,

and use fits to data to extract the most appropriate PDF.

It is useful to separate “valence” quarks (i.e. those that contribute to the quantum

numbers of the hadron) and “sea” quarks (i.e. those that are produced via q − q̄

excitations of the vacuum).

u(x) = uV (x) + uS(x) (1.14)

Given such definitions, the structure functions take the form

F2(x) =
∑

i

e2ixfi(x) (1.15)

where x is the fraction of the hadron carried by parton i, fi(x) is the PDF, and ei

is the charge of the ith parton (For electromagnetic scattering, this is the electric

charge. For hadron-hadron interactions, this is the coupling strength of that vertex.)



Chapter 1: Theory 14

Thus, for example, for e-p scattering,

F2(x) = x

(
4

9
[uV (x) + uS(x) + ūS(x)]

+
1

9

[
dV (x) + dS(x) + d̄S(x) + sS(x) + s̄S(x)

]
+ . . .

)
(1.16)

The constraints on these structure functions come from requiring the overall hadron

to have specific quantum numbers (i.e. charge). For a proton, for example, since it

has strangeness of zero, all strange quarks come from the “sea”, and so

∫ 1

0

dx[sS(x)− s̄S(x)] = 0 (1.17)

In fact, any quark from the sea must be accompanied by an antiquark of the same

flavor, and so
∫ 1

0

dx[qS(x)− q̄S(x)] = 0 (1.18)

for any quark flavor q. Also, since the charge is 1,

∫ 1

0

dx

(
2

3
[uV (x)]−

1

3
[dV (x)]

)
= 1 (1.19)

Similar constraints can be formulated for other hadrons.

It is then possible to measure each contribution using electron or neutrino scat-

tering experimental data. Given these tools, it is possible to calculate cross sections

for hadronic processes at sufficiently high energy, even though the PDF’s are theo-

retically not constrained. The usage of a particular PDF assumption is a systematic

uncertainty on any result using them.

An example of a parameterization of some PDF’s for the proton is given in Fig-

ure 1.6(a). This parameterization is taken from [9], and is for illustrative purposes.
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We will use the PDF’s in Ref [10, 11] for the calculation of the tt production cross

section.

It must be noted that beyond the simplest parton model, the PDFs chosen depend

on the momentum scale (Q2) of the collision. Specifically, the full QCD expressions

for scattering show that the probability for emission of gluons off of struck partons

increases with increasing Q2. Thus, the incoming particle will “see” less of the struck

parton’s momentum, which has gone into producing more and more gluons. Thus,

the fraction of a hadron’s energy that is carried by any single parton decreases with

increasing Q2. Also, as the Q2 increases, more and more quark species are able to be

seen inside the hadron. For example, above the c and b thresholds, these species can

be created through gluon splitting, and hence will carry part of the hadron’s energy.

As Q2 → ∞, all partons carry equal amounts of the hadron’s energy (i.e. they all

tend to a delta function at x = 0). Figure 1.6(c) shows the evolution of the d-quark

PDF in the proton as a function of Q2 scale, in dimensionless units of Q2
0. This is

taken from the discussion of the Duke-Owens parameterization of the Altarelli-Parisi

Equations in [9], where Q2
0 = 4 GeV 2. The trend toward lower fractions is clearly

shown.
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Proton Antiproton
Hard Scatter

Fragmentation

Figure 1.7: Figure showing fragmentation of initial hard-scatter partons to jets.
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1.3.2 Hadronization

If a parton is struck by an external probe (i.e. an electron or a parton from

another hadron) with sufficient energy, it is possible to treat the internal partons as

free particles (as we’ve seen in the previous sections). That means if the incoming

particle imparts enough momentum to the parton, it will be ejected. Of course, we

already know that the parton cannot be free indefinitely. At some point, it will

combine with partons from the sea and form colorless hadrons. However, because

initially it was essentially free, the initial direction will more or less be preserved.

Therefore, partons will “shower” (i.e. combine with other partons from the sea),

forming jets of particles that are color-neutral. These jets are stable, and can be

detected. Thus, in order to detect a parton-level interaction, it is necessary to actually

measure the parton shower of the outgoing parton in a jet. Figure 1.7 shows how this

process occurs.

In order to detect the hadronic products of tt decays, therefore, it is necessary to

use jets to reconstruct the event. We will return to the implications of this below.

1.3.3 Initial and Final State Radiation

It is possible to radiate a massless virtual gauge boson (i.e. photon or gluon) off

the incoming or outgoing partons of any given process. Figure 1.8(a) and 1.8(b) show

initial and final state radiation, respectively.

Given sufficient energy, these photons or gluons can escape the interaction, and

pair produce a fermion-antifermion pair (of course, only qq̄ is allowed for the strong

interactions). These fermions can then be detected, either as final state leptons, or,
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after hadronization of quarks, as jets.

Because QED has such a weak interaction, the probability of emission is small

(∼ 1/137). However, since QCD is strongly interacting for low momentum transfer,

this has a very large probability of happening.

In fact, the “momentum transfer” in this case is proportional to the angle to the

parton that radiated the gluon. If there are larger angles, the transfer is large, and

conversely for smaller angles. Thus, the probability to emit a gluon at large angles is

quite small, but the probability to emit a gluon at small (very close to zero) angles

is quite large. The probability to emit a zero-energy gluon at zero angle approaches

1, according to QCD.

This has an impact on this analysis because the models for initial and final state

radiation are not particularly well-constrained, and are a source of systematic uncer-

tainty for this measurement.

Also, it turns out that W bosons produced in association with final state gluons

(W+Jets) is the largest background to this analysis. We discuss this in the next

section.

The initial and final state radiation also depends on the momentum transfer scale

(Q2), as with the parton distribution functions [12]. The Q2 scale increases as the

parton emission approaches the hard scatter (in time) and then decreases after the

hard scatter. The scale is typically chosen to be Q2 = m2 = E2 − p2 for time-like

particles (with m2 > 0), and Q2 = −m2 = E2 − p2 for space-like particles (with

m2 < 0). Final state showers are timelike, and initial state showers are spacelike.

The typical scales of Q2 are of order ΛQCD (Section 1.3). Variation of this definition
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is a source of systematic uncertainty when using parton shower programs (as in this

analysis, where we use the PYTHIA generator [12]).

t

x

(a)

t

x

(b)

Figure 1.8: Initial and final state radiation.

1.3.4 W+Jets Production

The most important background for this analysis is production of a W -boson

associated with jets, either due to back-to-back production (see Figure 1.9(a)) or

excitation of quarks in the initial state (see Figure 1.9(b)). Radiated gluons can then

split into heavy-quark pairs, or the excited quark can be a charm (and in rare cases,

a b-quark).

Currently, it is possible to calculate exact matrix elements from first principles

for essentially any process, providing that the partons are widely separated (as was

mentioned before, partons that are not widely separated corresponds to low momen-

tum transfers, and QCD perturbative predictions break down). We currently use the
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ALPGENMonte Carlo generator [13] to calculate matrix elements of widely separated

partons.

These matrix element generators (such as ALPGEN) are not capable of handling

soft, collinear gluon radiation and hadronization very well (as was mentioned before,

since QCD is non-perturbative at that stage). As such, it is necessary to pass the

generated partons to another Monte Carlo program to handle the soft gluon radiation

processes in a parametric way. These parameterizations are phenomenological models

taken from fits to various sets of data. We refer to these MC programs as “parton-

shower” programs. We use HERWIG [14] as a parton-shower program in this analysis.

The generated hard-scatter partons are passed from ALPGEN to HERWIG to handle

hadronization.

There are two difficulties with this procedure. Firstly, the leading-order diagrams

are not adequate to describe the kinematics, so the next-to-leading-order terms must

be included to compute the total cross section. Secondly, some care must be taken

when adding together the contributions from, for example, W+1 parton production

and W+2 parton production.

We must use leading-order matrix element calculations at this time simply because

the technology of next-to-leading-order calculations is not developed enough to use in

this analysis. However, work is currently being done to include next-to-leading-order

diagrams in these matrix element calculators. Unfortunately, it is not quite ready to

do so.

In order to mitigate this problem, we use the leading-order matrix element calcu-

lators, and assume there is a K-factor by which to multiply the prediction in order to
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obtain the full cross section. In order to estimate this K-factor, we simulate a process

that has a lot of data available, derive templates from this Monte Carlo prediction,

and fit the fraction of events in the data, assuming the shape is well-modeled. The

K-factor is then applied to other samples. We will return to this in a later section.

The second problem is mitigated as follows. In adding together the contribution

from the various W+N parton samples, it is necessary to avoid overlapping phase

space between the ALPGEN generated partons and any partons generated by HER-

WIG. That is, consider Figure 1.9(c). This diagram can arise in one of two ways.

The first way is if ALPGEN generates the diagram as W+2 partons, assuming the

final-state radiated gluon is widely separated and then passing the W+2 partons to

HERWIG. The second way is if ALPGEN generates the diagram asW+1 parton, and

then HERWIG emits a gluon which then forms a jet.

The problem is whether to call this diagram W+1 parton or W+2 partons. The

diagram is taken into account twice, and so this part of phase space has been double

counted.

In order to mitigate this, a procedure is used where partons at the generator level

are clustered in a jet cone algorithm similar to that used at the detector level. These

are henceforth referred to as “parton jets”. It is then possible to match these “parton

jets” to hard-scatter partons from ALPGEN.

There are two ways to combine W+N parton samples at this point. Firstly,

it is possible to require that all parton jets are matched to ALPGEN hard-scatter

partons, but allow extra parton jets in the sample. These events with extra jets are

then ignored if a higher-order process has been simulated (i.e. the W+N+1 parton
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sample). This is referred to as inclusive matching because we allow extra parton jets

to exist.

The second way is to require all the parton jets to be matched to ALPGEN

hard-scatter partons, but disallow any extra parton jets. The contributions are then

combined weighted by the generated leading-order cross section predictions. This is

referred to as exclusive matching.

In this analysis, we will use a combination of exclusive and inclusive matching.

Our signal sample has up to 5 jets. However, only W+3 jets is simulated. Therefore,

we use exclusive matching for W+1,2,3 jets, and inclusive matching for W+ ≥ 4 jets.

1.4 Cross Sections and Decay Rates

1.4.1 Cross Sections

The definition of a cross section is as follows. Consider a reaction

A+B → FINAL STATE (1.20)

Then the cross section for this reaction is

σ =
transition rate

incident flux
(1.21)

The transition rate is the number of times Reaction 1.20 occurs in a small time

unit ∆t. The incident flux is the number of A and B particles per unit area per unit

time. Thus, the cross section has units of area, as expected. Because the length scale

accessible to a given probe particle is inversely proportional to its energy, if a process
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Figure 1.9: Base leading-order production diagrams for W+jets production. There
are many other diagrams with gluon radiation in the initial and final states.
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has a small cross section (i.e. small length scale over which it can occur) it requires

a large amount of energy to probe that small length scale.

The typical cross sections in high energy physics are very small. 10−28 m is a

comparatively large cross section, so it is called a barn (as in “You couldn’t hit the

side of a barn!”) We often see cross sections on the order of picobarns (pb), for top

quark production, or femptobarns(fb), for Higgs boson production.

When one wishes to know about the angular distribution of reaction rates, we use

what is called the differential cross section. This simply modifies our definition to

take care of the number of particles that scatter into a solid angle Ω. Thus, we note

the differential cross section as

dσ

dΩ
(1.22)

When you integrate over all solid angles, you regain the total cross section.

To obtain the cross section from a quantum mechanical amplitude, the formula

for the scattering of particles

1 + 2→ 3 + 4 + . . .+ n (1.23)

is given by [7]

dσ = |M|2 S

4
√

(p1 · p2)2 − (m1m2)2

[
n∏

i=3

(
d3~pi

(2π)32Ei

)]

× (2π)4δ4(p1 + p2 − p3 − p4 − . . .− pn) (1.24)

where M is the quantum-mechanical amplitude, S is a statistical factor (1/j!) for

each group of j identical particles, pi is the 4-momentum of the ith particle, ~pi is the

3-momentum of the ith particle, Ei is the energy of the ith particle, and δ4(x) is an

energy-conserving delta function.
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For 2→ 2 scattering in the center of mass frame, the differential cross section is

dσ

dΩ
=

1

64π2
S|M|2

(E1 + E2)2
|~pf |
|~pi|

(1.25)

where ~pf is the final momentum of either particle, ~pi is the initial momentum, E1

and E2 are the energies of the incoming particles,M is the amplitude, and S is the

statistical factor.

Thus, given the matrix element, it is possible to calculate this differential cross

section quite easily. We will make use of this to calculate the theoretical prediction

for the tt production cross section.

1.4.2 Decay Rates

The decay rate (Γ = 1/τ) of a particle that decays as

1→ 2 + 3 + . . .+ n (1.26)

is given by [7]

dΓ = |M|2 S

2m1

[∏

i

(
d3~pi

(2π)32Ei

)]

× (2π)4δ4(p1 − p2 − p3 − p4 − . . .− pn) (1.27)

Most of the terms are the same as Equation 1.24.

In the special case of a 2-body decay 1→ 2+ 3 in the center of mass frame of the

particle, the rate is

Γ =
S|~p|
8πm2

1

|M|2 (1.28)
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where ~p is the momentum of either outgoing particle and m1 is the mass of the

incoming particle. Here, by momentum and energy conservation,

|~p| = 1

2m1

√
m4

1 +m4
2 +m4

3 − 2m2
1m

2
2 − 2m2

1m
2
3 − 2m2

2m
2
3 (1.29)

1.5 Cross Section for pp→ tt

In order to calculate the production cross section for pp → tt, it is necessary

to take into consideration the structure of the incoming protons. That is, we must

weight our kinematics by the PDF’s of the constituent particles.

The four diagrams that contribute to pp → tt are shown in Figure 1.10. If we

ignore the proton mass, the minimum energy to produce a tt pair is given by

x1x2 ≥
4 ·m2

t

s
(1.30)

If x1 = x2 = xmin, then the minimum momentum transfer is

xmin =
2 ·mt√

s
(1.31)

That is, to produce a tt pair, at least one parton must have this much momentum.

At the Tevatron,
√
s = 1.96 TeV , and so the minimum fraction that needs to be

carried by a parton is 0.18. At the LHC,
√
s = 14 TeV , and so xmin = 0.025.

Examining Figure 1.6(a), we see that at x = 0.18, the gluon component is less

than the combined fraction of u and d quarks. Thus, at x = 0.18, the dominant

production mode is qq̄ → tt. At x = 0.025, the gluon contribution is much larger

than the qq contribution, and so the dominant production mode is gg → tt.

Thus, at the Tevatron, the dominant production mode is qq̄ → tt, while at the

LHC, the dominant mode is gg → tt. qq̄ → tt (Fig 1.10(a)) contributes ∼ 85% to
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the cross section, and gg → tt (Figs 1.10(b)-1.10(d)) contributes ∼ 15% to the cross

section.

The cross section formula is given by [9]:

σ(pp→ tt) =
∑

q,q̄

1

9

∫
dxqdxq̄fq(xq)fq̄(xq̄)σ̂(qq̄ → tt)

+
∑

g1,g2

1

64

∫
dxg1dxg2fg1(xg1)fg2(xg2)σ̂(g1g2→ tt) (1.32)

σ̂(qq̄ → tt) =
4πα2

s(m
2)

9ŝ4
[
(m2 − t̂)2 + (m2 − û)2 + 2m2ŝ

]
(1.33)

σ̂(g1g2→ tt) =
πα2

s(m
2)

8ŝ2

[
6(m2 − t̂)(m2 − û)

ŝ2
− m2(ŝ− 4m2)

3(m2 − t̂)(m2 − û)

+
4

3

(m2 − t̂)(m2 − û)− 2m2(m2 + t̂)

(m2 − t̂)2

+
4

3

(m2 − t̂)(m2 − û)− 2m2(m2 + û)

(m2 − û)2

− 3
(m2 − t̂)(m2 − û) +m2(û− t̂)

ŝ(m2 − t̂)

− 3
(m2 − t̂)(m2 − û) +m2(t̂− û)

ŝ(m2 − û)

]
(1.34)

where we have set the momenta of the two incoming partons (q or g) as p1 and p2,

and the momenta of the outgoing top quarks as p3 and p4, and have defined kinematic

variables ŝ = (p1 + p2)
2, t̂ = (p1 − p3)2, û = (p1 − p4)2. It is conventional to quote αs

at the mass scale of the top quark m. The uncertainties in this theoretical prediction

are associated with the renormalization scale (chosen to be the top quark mass m,

varied to 2m and m/2 as systematic uncertainties), the QCD cutoff scale Λ, and the

behavior of the high-x (high momentum transfer) parton distribution functions.

With a little algebraic manipulation, the leading order qq diagram cross section
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can be written as

σ̂ =
8παs(m

2)

27ŝ

√
1− 4m2

ŝ

(
1 +

2m2

ŝ

)
(1.35)

This formula has an initial kinematic turn-on due to the large energy threshold

for production. The kinematic threshold is ŝ = 4m2
top. Well above the threshold, the

cross section falls as 1/ŝ, after peaking around ŝ ≈ 5.6m2
top. Figure 1.11 shows this

parton cross section, before convolution with the PDF. The central line is given for

mtop = 175 GeV/c2, and the two bounding curves are for mtop = 170, 180 GeV/c2.

Figure 1.12(a) shows the theoretical cross section versus
√
s (center-of-mass en-

ergy) for different top mass hypotheses. Figure 1.12(b) shows the theoretical cross

section versus mtop for
√
s = 1.96 TeV. The shaded band in 1.12(a) shows the theoret-

ical uncertainties. The theoretical predictions for these plots is taken from [15, 16].

These predictions are done at next-to-leading order, with re-summation of classes

of large soft logarithms to all orders of perturbation theory. These predictions are

the best available because they also make use of updated measurements of parton

distribution functions to accurately determine theoretical uncertainties due to high-x

PDF’s. We can see that the upgrade in center of mass energy of the Tevatron from

1.8 TeV to 1.96 TeV results in a 40% increase in tt cross section because we are in the

regime of the kinematic turn-on. Thus, small changes in the center of mass energy

can result in large changes in the cross section.

Because there is little transverse momentum of the incoming partons, the tt sys-

tem will have very low transverse momentum. The energies of each top quark are

comparable to the mass of the top quark, and hence the decay will be roughly spher-

ical. Because of this, there is no way to distinguish the tt system geometrically. Both
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top quarks decay isotropically, mixing the decay products throughout the detector.

Figure 1.13(a) shows the energy of the tt system. The typical energies are of order

500 GeV, which is not very far above the kinematic threshold of 350 GeV. About 25%

of the total energy available to the system at
√
s = 1.96 TeV goes into tt production,

which is a very large fraction. Figure 1.13(b) shows the pT of the tt system. It has

an average pT of about 15 GeV, much less than the 500 GeV of energy available to

the system. Figure 1.13(c) shows the rapidity of the tt system. The system itself has

low rapidity, which is a manifestation of the fact we are very close to the kinematic

threshold for producing tt pairs. It is much more likely to get x1 = x2 = xmin than it

is to have one parton with much larger energies, resulting in a boost in the z-direction.

This situation will be different at the LHC, where the center-of-mass energy is well

above the kinematic threshold.
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Figure 1.10: Production diagrams for pp→ tt.
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ŝ. This is the parton-level cross

section before convolution with the parton distribution function. The central curve
is taken at mtop = 175 GeV/c2, and the bounding curves are for ±5 GeV/c2.



C
h
a
p
ter
1
:
T
h
eo
ry

33

 (GeV)beams
1800 1850 1900 1950 2000

) 
(p

b
)

t
 t

→ 
p

(pσ

0

2

4

6

8

10

12

2

=170 GeV/c
tm

2

=175 GeV/c
tm

2

=180 GeV/c
tm

2=175 GeV/c
t

Cacciari et al. JHEP 0404:068 (2004) m

(a) Theoretical cross section versus
√
s for different top mass

hypotheses. The shaded region is the theoretical error, domi-

nated by the parton distribution functions at high x, and the

Q2 scale uncertainty.

)2Top Mass (GeV/c
160 165 170 175 180 185 190

) 
(p

b)
t

 t
→ 

p
(pσ

0

2

4

6

8

10

12 Cacciari et al. JHEP 0404:068 (2004)

σ 1±Cacciari et al. 

Kidonakis,Vogt PIM PRD 68 114014 (2003)

Kidonakis,Vogt 1PI

(b) Theoretical cross section versus top mass at
√
s = 1.96

TeV. The theoretical errors are dominated by the parton dis-

tribution functions at high x, and the Q2 scale uncertainty.

Figure 1.12: Theoretical predictions for σ(pp→ tt).



C
h
a
p
ter
1
:
T
h
eo
ry

34

Energy (GeV)
0 200 400 600 800 1000 1200

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

ttbar_e_1
Entries  503696
Mean      507
RMS     104.3
Underflow       0
Overflow        0

 System in Lepton + Jets EventstEnergy of t

(a)

 (GeV/c)T p
0 50 100 150 200 250 300 350 400

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

1

ttbar_pt_1
Entries  503696
Mean    14.68
RMS     19.88
Underflow       0
Overflow        0

 System in Lepton + Jets EventstTransverse Momentum of t

(b)

Rapidity
-5 -4 -3 -2 -1 0 1 2 3 4 5

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

ttbar_y_1
Entries  503696

Mean   -0.0002084

RMS    0.4648

Underflow       0

Overflow        0

 System in Lepton + Jets EventstRapidity of t

(c)

Figure 1.13: Kinematic Distributions for tt System in Lepton + Jets Events, in PYTHIA Monte Carlo at mtop = 178
GeV/c2.
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1.6 Top Quark Decay

The weak isospin partner of the top quark is the bottom quark. The CKM entry Vtb

for this coupling is much larger than the couplings between top and down and top and

strange. The suppression factors are |Vts|2/|Vtb|2 ≈ 10−3, and |Vtd|2/|Vtb|2 ≈ 5× 10−4.

Because the top is so heavy, it produces an on-shell W boson in association with a

bottom quark.

The timescale for hadronization is estimated to be Λ−1QCD ≈ (200MeV )−1 ≈ 10−23

sec. The partial decay width for t→ Wb is given by [17]

Γ(t→ Wb) = 175MeV

(
mt

mW

)3

|Vtb|2 (1.36)

If mt = 175 GeV/c2, the partial width is 2 GeV, and therefore have a lifetime of

τ ∼ 4 × 10−25 seconds. Thus, the top quark will decay before it has a chance to

hadronize.

Because the top quark will decay almost 100% of the time toWb, it is only possible

to classify the tt event on the decay of the W± bosons. Figure 1.14 shows the decay

chain for the qq̄ annihilation production diagram.

Due to the high mass of the top, the outgoing daughters will have very large

energies. Figures 1.15(a) and 1.15(c) show the energy and transverse momentum of

the top and its immediate decay daughters, the bottom quark and W boson. The

four-momentum is split between the W and b in the rest frame of the top quark.

However, due to the large mass of the W , the energy of the b is less than that of the

W .

The rapidity of the top, bottom, and W are given in Figure 1.15(e).
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Figure 1.14: Decay diagram for pp→ tt.
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Figure 1.15: MC four-vector kinematic distributions (before detector simulation) for
top, bottom, and W in lepton + jets events, and also kinematic distributions for
daughters of W boson, all in PYTHIA Monte Carlo at mtop = 178 GeV/c2.
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1.7 W± Decay

The decay width of W → lν is given by [9]

Γ(W → lν̄) =
1

48π
g2MW =

GF√
2

M3
W

6π
≡ Γ0

W (1.37)

Given MW = 80.6 GeV/c2, Γ0
W = 0.23 GeV. The decay rates to qq̄′ are given by

Γ(W → qq̄′) = 3|Vqq′ |2Γ0
W (1.38)

where Vqq′ is the CKMmatrix element for qq′. The factor of three arises from summing

over the quark colors.

The kinematically allowed W decays are W → eν, W → µν, W → τν, W → ud′

and W → cs′ (where d′ and s′ refer to the CKM mixed weak eigenstate quarks).

Because the CKM matrix is nearly diagonal, for the purposes of this discussion,

d′ = d and s′ = s. That leaves 3 leptonic decays, and 2 hadronic decays (which get a

color enhancement of 3), and so there are 9 possible states for the W to decay into.

In this analysis, we use tt pairs, and so there are twoW ’s in each event. Thus, there

are 81 combinations of decays for theW+ andW−. Table 1.2 shows the various decay

modes. The “dilepton” channel (i.e. both W ’s decay leptonically) has a branching

ratio of 9/81. The “lepton plus jets” channel (i.e. one W decays leptonically, the

other hadronically) has a branching ratio of 12/81 for each lepton type (e,µ,τ). The

“all-jets” channel (i.e. both W ’s decay hadronically) has a branching ratio of 36/81.

This analysis uses a part of the “lepton plus jets” subsample, using only electrons

and muons. This leaves 24/81 = 29.6% of the sample for this analysis.
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W+ / W− e−ν̄e µ−ν̄µ τ−ν̄τ jets (ud, cs)
e+νe 1/81 1/81 1/81 6/81
µ+νµ 1/81 1/81 1/81 6/81
τ+ντ 1/81 1/81 1/81 6/81
jets (ud, cs) 6/81 6/81 6/81 36/81

Table 1.2: W+ versus W− decay modes in pp → tt. The dilepton channel has a
branching ratio of 9/81. The lepton plus jets channel has a branching ratio of 12/81
for each lepton type (e,µ,τ). The all-jets channel has a branching ratio of 36/81.

1.8 Measurement of σ(pp→ tt)

This analysis uses the decay chain

pp→ tt→ W+bW−b̄→ lνbbqq (1.39)

(where l = e, µ) to measure the cross section. We are thus looking for the experimental

signature of

pp→ lνbbqq (1.40)

Because other physics processes mimic this signature, it is only possible to extract

the tt cross section statistically. To do this, we measure

σtt =
Nobs − N̂bkg

BR(W± → lν + qq) · A · ε ·
∫
Ldt (1.41)

where Nobs is the number of observed events, N̂bkg is the expected average number of

background events, BR(W± → lν+ qq) is the branching ratio for the lepton plus jets

channel using electrons and muons (24/81), A is the geometrical acceptance, ε is the

event efficiency, and
∫
Ldt is the integrated luminosity.
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Detector

2.1 The Fermi National Accelerator Laboratory

Tevatron

The Tevatron at the Fermi National Accelerator Laboratory (FNAL) is a pp col-

lider with a center of mass energy of
√
s = 1.96 TeV. It is located in Batavia, IL,

about 30 miles west of Chicago.

The Tevatron is a multi-staged accelerator comprised of the following elements:

1. Proton source

• Cockcroft-Walton pre-accelerator (preacc)

• Linear accelerator (linac)

• Booster

2. Antiproton source

40
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• Target

• Debuncher

• Accumulator

• Recycler

3. Main Injector

4. Tevatron Colliding Ring

Figure 2.1 shows the components of the Tevatron. We now consider each element

in turn. For a detailed explanation of the Tevatron, see Reference [18].

Figure 2.1: Schematic representation of the Fermilab Tevatron.
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2.1.1 Proton source

The proton source is made up of three subsystems, the pre-accelerator (preacc),

the linear accelerator (linac), and the booster ring. Together, these subsystems are

capable of producing 8 GeV protons to be injected into the Main Injector.

Cockcroft-Walton pre-accelerator

The Cockcroft-Walton pre-accelerator (preacc) is a source of negatively charged,

accelerated hydrogen ions. It takes hydrogen ions off a cesium target (made from

hydrogen gas). The pre-accelerator produces 750-KeV hydrogen ions every 66 mil-

liseconds. It then transfers the hydrogen ions into the linear accelerator (linac).

Linear accelerator

The linear accelerator (linac) receives negatively charged hydrogen ions at 750

KeV and accelerates them to an energy of 400 MeV. This is accomplished using RF-

pulses of magnetic fields, carrying the particles along on a “wave” of electromagnetic

radiation. This is also done once every 66 milliseconds (with an offset to catch the

ions from the preacc).

The beam is also focused at this point using quadrupole magnets. This cooled

beam of H− ions is then sent to the booster.

Booster

The booster receives the cooled beam of H− ions from the linac, and strips the

electrons off, leaving bare protons (H+ ions). It then accelerates the protons to 8
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GeV. This is the first synchrotron (circular accelerator) in the Tevatron complex. It

is composed of a series of 75 magnets arranged around a 75 meter radius circle, with

18 RF cavities inside. This stage of production is also operated at 66 milliseconds,

with sufficient phase offsets to catch the ions from the linac.

At this point, the beam is sent to a transfer line, which then sends the proton

beam to the main injector, and then on to the Tevatron for colliding physics.

2.1.2 Main Injector

The main injector is a circular synchrotron about half a kilometer in radius. It

is composed of 18 accelerating RF cavities, and can accelerate 8 GeV protons from

the booster to 150 GeV every 2.2 seconds, which are then passed to the Tevatron. It

can also accelerate protons to 120 GeV which are then used to strike the antiproton

source and create antiprotons. This process is called “stacking pbars”.

2.1.3 Antiproton source

The antiproton source is made up of one target and three subsystems, the de-

buncher, accumulator, and the recycler. Together, the antiproton source is capable

of producing antiprotons at 8 GeV, to be injected into the main injector.

In principle, another source of antiprotons is “recycled” antiprotons from the last

stack that are stored in the recycler. This system would significantly decreases the

time in between stores, so it would be possible to integrate more luminosity. However,

this functionality is not yet commissioned, and there is little hope that the antiprotons

will ever be recycled.
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Target

The antiproton source is a nickel target. Protons from the main injector at 120

GeV strike the target, creating a spray of particles. The particles are then sent

through a magnetic field, and the particles with different masses and charges will

curve at different radii. The antiprotons are then selected from this spray. This is

called magnetic spectroscopy. The antiprotons selected have a wide range of momenta,

averaging 8 GeV.

Debuncher

The debuncher is a rounded triangular synchrotron with a mean radius of 90

meters. It can accept 8 GeV protons from the main injector for studies, or 8 GeV

antiprotons from the target station. It can take the antiprotons from the target, which

have a large momentum spread, using a process called “bunch rotation” which is an

RF-manipulation. It is also where stochastic cooling is performed on the antiprotons

to “cool” the beam’s transverse energy, making it more linear. This is performed by

examining the EM pulse generated by the beam at one end of the ring, and then

short-cutting the beam by going directly across instead of around. Thus, the signal

reaches a later point on the ring before the beam does, and the magnetic field can be

adjusted so as to decrease the transverse momentum of the particles in the beam.

The cooled antiprotons are then injected into the accumulator at 8 GeV with

small momentum spread.
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Accumulator

The accumulator is also a rounded triangular synchrotron, in the same tunnel as

the debuncher. The antiprotons are then accumulated and cooled here until they are

sent into the main injector.

Recycler

The recycler is stored in the same ring as the main injector. In principle, it can

accept antiprotons from the Tevatron after a store is ended, however this functionality

has not been proved possible. The Recycler also maintains the antiprotons’ momenta

at 8 GeV. It can then transfer these antiprotons back into the Tevatron for shots.

Right now, while the Recycler is not capable of accepting recycled protons from

the Tevatron, it is being used to pull antiprotons off the accumulator, “stacking” the

antiprotons which can then be injected into the Tevatron.

2.1.4 Tevatron

The Tevatron is actually the name of the main circular ring at Fermilab, although

we colloquially call the entire chain the “Tevatron”. It is a circular synchrotron with

a 1 km radius. It is composed of eight accelerating cavities, quadrupole and dipole

focusing magnets. The Tevatron is also cryogenically cooled to 4K, and the accel-

erating cavities are made of superconducting niobium/titanium alloy. It is desirable

to use superconducting magnets because the very large fields necessary to maintain

TeV-scale energies would require currents so large that it is more cost effective to use

superconducting magnets than ordinary resistive magnets.
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The Tevatron is not a perfect circle. There are six sectors (A-F). each sector

has five service buildings (0-4). The “0” sections have large straight sections. A0 is

where the Tevatron tunnel connects to the switchyard. It also contains one of two

beam aborts. B0 contains CDF (which will be described in detail below), and the

D0 detector is aptly named for it’s place along the ring. At B0 and D0, the colliding

beams are focused into very narrow beamlines of order 32 µm, and the beams then

collide. C0 is the location of the other beam abort (protons only). E0 used to be

the the site of the old Main Ring transfer to the Tevatron, but is now unused. F0

houses the RF stations, which “kick” the beam back into position if it has wandered

off its axis. It is also where the transfer lines from the Main Injector connect with

the Tevatron. It also houses the transfer line to the antiproton source.

The Tevatron accepts protons and antiprotons from the Main Injector or the

Recycler (for antiprotons) at 150 GeV. They are then accelerated (“ramped”) to 980

GeV, which takes 85 seconds. Since the antiprotons and the protons are oppositely

charged, they circle in opposite directions in the magnetic field, and are housed in the

same ring. The Tevatron can then sustain both beams for hours at a time (called a

“store”). The number of collisions per second is described by the “luminosity” (which

will be described below). When the antiproton beam is used up by interactions,

scraping, and losses, the luminosity drops below the point of utility for the colliding

physics experiments, and the store is ended. At that point, the remaining antiprotons

are sent to the recycler for the next shot.
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2.1.5 Colliding Physics

In order to begin “colliding physics”, it is necessary to load the Tevatron with

protons and antiprotons. The Main Injector receives seven bunches of protons from

the booster. There, they are accelerated to 150 GeV. The bunches are then “coa-

lesced” into one bunch out of the seven originals. This bunch is then injected into the

Tevatron. The process is repeated 36 times to obtain the 36 proton bunches necessary

for a 36x36 store.

To load antiprotons, four sets of seven bunches are received by the Main Injector

from the antiproton source accumulator. Each set of seven bunches are then coalesced

into one bunch, leaving four coalesced bunches. These four bunches are then sent into

the Tevatron. The process is repeated nine times to obtain the 36 antiproton bunches

necessary for a 36x36 store.

When all the protons and antiprotons are loaded into the Tevatron, both beams

are “ramped” to 980 GeV. They are then “squeezed” in the z direction, reducing the

size from 1.7 m to 35 cm, using low-β quadrupole focusing magnets situated on either

side of both CDF and D0. At this point, colliding physics begins by focusing the

beams together at CDF and D0.

After colliding physics begins, the beam is “scraped” to remove beam halo (par-

ticles spraying around the main beamline with large transverse spread). This is done

primarily to reduce radiation incident on the experiments, causing damage to sensitive

components like silicon detectors.
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2.1.6 Luminosity Measurements

The beam flux at colliders is measured in terms of luminosity. It has units of

1/Area. The expression for the luminosity is

L =
fBNpNp

2π
(
σ2p + σ2p

) × F
(
σl
β∗

)
(2.1)

where f is the revolution frequency in Hertz, B is the number of bunches, Np/p is

the number of protons/antiprotons per bunch, and σp/p is the RMS beam size at the

interaction point. This is multiplied by a form factor that depends on the ratio of

the bunch length in z (σl) and β
∗, which is a measure of the transverse beam width.

This form factor has an hourglass shape in z.

Table 2.1 shows the accelerator parameters for Run I and Run II. Figure 2.2 shows

the total luminosity collected by CDF as of April 2005.

Run Ib IIa
Bunches (p x p) (6x6) (36x36)
Protons/bunch (Np) 2.3 × 1011 2.7 × 1011

Antiprotons/bunch (Np) 5.5 × 1010 3.0 × 1010

Total antiprotons 3.3 × 1011 1.1 × 1012

Pbar production rate (hr−1) 6.0 × 1010 1.0 × 1011

Proton emittance (mm-mrad) 23π 20π
Antiproton emittance (mm-mrad) 13π 15π
β∗ (cm) 35 35
Energy (GeV) 900 980
Bunch length (m) 0.60 0.37
Bunch spacing (ns) 3500 396
Interactions/crossing 2.5 2.3

Table 2.1: Accelerator parameters in Run I and Run II.
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Figure 2.2: Total luminosity gathered by the CDF detector as of April, 2005. The
red curve is luminosity delivered, and the blue curve is luminosity written to tape by
CDF.
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2.2 CDF Run II Detector

Figure 2.3: Schematic representation of the Collider Detector at Fermilab (CDF).

The Collider Detector at Fermilab (CDF) is a multi-purpose particle spectrometer.

Figure 2.3 shows an elevation view of the detector. Protons enter the detector from the

west side, and antiprotons enter from the east side. The positive z direction is defined

as the direction the protons are traveling (i.e. pointing from west to east). CDF

is roughly cylindrically symmetric, and so the coordinate system is most naturally

cylindrical. The azimuthal angle is conventionally called φ, and is defined clockwise

when looking from west to east (i.e. the “proton-eye-view”). The r dimension is

transverse to the beamline. The y direction is defined as pointing upward, and thus
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the x-direction is defined (using a right-hand coordinate system) to be facing into the

Tevatron. All distances are measured in centimeters at CDF.

The most natural way to describe a vector in cylindrical coordinates is to quote

the distance transverse to the beam (R), the angle relative to x = 0 in azimuth (φ)

and the polar angle θ. Figure 2.4 shows the coordinate geometry of CDF.

R

Z

θY

ZX

φ

η = −           (θ/2)ln tan

(R   +  Z  )1/22 2

Figure 2.4: Coordinate system of the Collider Detector at Fermilab (CDF).

However, θ is not a good variable to use in this case because it is not a Lorentz

invariant. Due to the fact that the proton (and antiproton) is an extended object,

the actual constituent partons will not be traveling at 980 GeV. Thus, the number

of particles per unit angle (dN/dθ) will not be the same for particles with different

velocity.
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Instead, we use the concept of the rapidity, defined as

Y =
1

2
ln
E + pz
E − pz

(2.2)

For a massless particle (pÀ m), the rapidity is approximated by the pseudo-rapidity,

defined as

η = −ln tan(θ/2) (2.3)

In this case, the number of particles per unit rapidity (dN/dη) is invariant under

boosts in the z direction.

2.2.1 Particle Detection

To fully reconstruct an event in a collider machine, it is desirable to reconstruct

the energy, momentum, and type of every single particle in the interaction. While this

is obviously difficult in any real detector, it is desirable to come as close as possible.

We will now consider how to measure the momentum and energy of a given particle.

Particle Momenta

To begin abstractly, if we consider any charged stable particle, we know from

elementary physics that, in the presence of a magnetic field, it will experience a force

~F (~r) = α · q~v × ~B(~r) (2.4)

where q is the charge (in units of the electron charge), ~v is the particle’s velocity

vector (in units of the speed of light), and ~B(~r) is the magnetic field at a point ~r (in

Tesla). α is a constant that depends on the units chosen. If we consider a uniform
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field in the z direction, ~B(~r) = B0ẑ, this reduces to

~F (~r) = α · q ·B0~v × ẑ (2.5)

Using Newton’s second law, we write this as

~F (~r) = ~̇p = m~̇v = α · q ·B0~v × ẑ (2.6)

In x,y, and z components, this is



v̇x

v̇y

v̇z




=
α · q ·B0

m




vy

−vx

0



. (2.7)

This is the equation of a helix in 3-dimensions. It is a circle in the xy plane, and the

z direction has constant velocity. That is, the radius of the circle is constant, and the

φ of the particle varies with time (φ = φ(t)). The radius of the projection in the xy

plane can be determined by rewriting the magnitude of Eq2.5 using the equation for

centripetal acceleration

F =
m · v2T
R

= α · q · vT ·B0 (2.8)

where vT is the velocity in the xy plane (perpendicular to the z-axis). Solving for R,

we see

R =
m · vt

α · q ·B0

=
pT

α · q ·B0

. (2.9)

This also gives us a method in which to calculate pT . We can measure the particle

trajectory (φ and R), and then simply use Equation 2.9 to convert the radius into

the transverse momentum. If we also realize that in the z direction, the momentum

is a constant, we can then measure the angle with the z axis. In this way, we have

all three components of the particle’s momentum.
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In order to measure the radius of the particle’s trajectory, we actually measure

it’s curvature, C. At CDF, the half-curvature is actually measured,

C =
1

2R
. (2.10)

Thus, the transverse momentum is measured as

pT =
α ·B
2C

. (2.11)

Therefore, we can measure the momentum of any charged, stable particle by

measuring the curvature of its trajectory after an interaction. If the particle is neutral,

however, there is nothing we can learn about the particle’s momentum.

The intrinsic momentum resolution, therefore, is equal to

pT =
αB

2C
(2.12)

dpT = − αB
2C2

dC (2.13)

dpT
pT

= −dC
C

(2.14)

= −αB
2
pTdC (2.15)

The particular resolution of dC is detector-dependent. At CDF, the resolution on pT

is about

dpT
pT

= 0.15%× pT (2.16)

Overall there are five parameters to characterize a helix in 3-d. The parameters

chosen at CDF are

• d0: Impact parameter in R− φ to (0, 0, 0)

• z0: Impact parameter in z to (0, 0, 0)
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• φ: Azimuthal angle of tangent line at point of closest approach in R− φ

• cot θ: Pitch, defined as the ratio of the helix step to its diameter.

• C: Curvature of track (actually half-curvature as described above).

We now turn to a discussion of a simple 2− d tracking model to obtain a feel for the

relevant parts of tracking.

Simple Tracking

To get a feel for how large tracking errors are given a set of N measurement points,

it is instructive to look at a 2-d tracking algorithm assuming B = 0 (i.e. all tracks

are straight lines). In this case, we are dealing with a set of N measurement points

of position x± δx. Because the tracks are straight lines, we can use a linear fit to the

data.

Figure 2.5 shows a track with measurement points from a detector parallel to the

x-axis. So the measurement points have an (x, y) coordinate, where the y coordinate

is assumed to be measured much better than the x coordinate. In this way, the fit is a

simple 1-d linear fit. The measurement point on the kth layer can be represented by

a simple model of multiple scattering, in that each layer contributes an equal amount

to the total position resolution. That is, the error is

δx2k = a2 + kb2 (2.17)

The a2 term is to account for the intrinsic resolution of the detector, while b2 is the

multiple scattering term. Each layer adds b2 to the total error. In the simple example

given in Figure 2.5, a2 = 1.0 µm and b2 = 0.5 µm.
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Given these points, it is useful to define [6]

Λ11 =
∑

i

1

σ2i
(2.18)

Λ12 =
∑

i

xi
σ2i

(2.19)

Λ22 =
∑

i

x2i
σ2i

(2.20)

g1 =
∑

i

yi
σ2i

(2.21)

g2 =
∑

i

yixi
σ2i

(2.22)

If we fit to a line

y = α1 + α2x (2.23)

the equations for α1 and α2 are

α1 =
g1Λ22 − g2Λ12

Λ11Λ22 − Λ2
12

(2.24)

α2 =
g2Λ11 − g1Λ12

Λ11Λ22 − Λ2
12

(2.25)

Given these values, the error on the track extrapolation at a path length s (which

parameterizes the line y = α1 + α2x) is given by

∆f 2(s) =
1

Λ11

+
Λ11

Λ11Λ22 − Λ2
12

(
s− Λ12

Λ11

)2

(2.26)

To get a sense of how the errors are related to distance from the measurement

points, we consider Equation 2.26 in the limit where the multiple-scattering is neg-

ligible compared to the intrinsic resolution of the device. That is, Equation 2.17

becomes

σi = σ (2.27)
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Then we see that Equations 2.18-2.22 become

Λ11 =
N

σ2
(2.28)

Λ12 =
1

σ2

∑

i

xi (2.29)

Λ22 =
1

σ2

∑

i

x2i (2.30)

g1 =
1

σ2

∑

i

yi (2.31)

g2 =
1

σ2

∑

i

yixi (2.32)

(2.33)

Realizing that 1
N

∑
i xi =< x > (the average value of x), and 1

N

∑
i x

2
i− < x >2= ∆x2

(the variance of the x-values), Equation 2.26 becomes

∆f(s) =
σ√
N

√
1 +

1

∆x2
(s− < x >)2 (2.34)

If let t = (s− < x >)/∆x, this is

∆f(t) =
σ√
N

√
1 + t2 (2.35)

Qualitatively, the more measurement points there are, the smaller the error is (by

1/
√
N). Also, the farther you are from the average measurement point, the larger

your error is. For t ¿ 1, the errors are quadratic in t, but for t À 1, the errors

are linear in t. And of course, the better the intrinsic resolution of the detector, the

better the resolution on the tracks.

If we wish to turn this into a measurement of the error on the impact parameter

(d0), we solve for the point of closest approach, which is the intersection of the fit line
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and a perpendicular line through the origin:

y1 = α1 + α2x0 (2.36)

y⊥ =
−1
α2

x0 (2.37)

x0 =
−α1

α2 +
1
α2

(2.38)

The displacement along the length of the track is

r2 = (x0− < x >)2 + (y0− < y >)2 (2.39)

We use the equation of the fit line to write this as

r2 = (x0− < x >)2 + [(α1 + α2x0)− (α1 + α2 < x >)]2 (2.40)

= (x0− < x >)2(1 + α2
2) (2.41)

Plugging this into Equation 2.34, we obtain the error at the point of closest approach

(pca):

∆f(pca) =
σ√
N

√
1 +

1

δx2

(
(x0− < x >)

√
1 + α2

2− < x >

)2

(2.42)

=
σ√
N

√
1 +

1

δx2

[
x0

√
1 + α2

2− < x >

(
1 +

√
1 + α2

2

)]2
(2.43)

(2.44)

Since d0 is perpendicular to the line, the error on f at the point of closest approach

is the error on d0. The qualitative features of this expression are that the farther the

track is from the origin (large < x >), the larger the track errors, linearly. Also, the

error scales linearly with the slope (α2). A helpful case is to examine this if the slope

is zero (parallel to the x axis). In that case, x0 = 0 and the error is

∆f(0) =
σ√
N

√
1 +

(
2 < x >

∆x

)2

(2.45)
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Thus, at large < x >, the errors on d0 grow linearly with < x >, at a rate of about

2 < x > /∆x.

If the slope is very large (α2 À 1), then the error on the impact parameter becomes

∆f =
σ√
N

√
1 + α2

2

(
x0− < x >

∆x

)2

(2.46)

In this case, corrections will be linear in the slope (α2), and also depend on how far

the impact parameter is from the average measurement point.

Figure 2.5 shows the situation for the full expression, including multiple scattering.

The qualitative features are the same with and without multiple scattering. The errors

are still quadratic near the average of the measurement points, and the errors grow

linearly for large s. The error on d0 also shows the same qualitative features.

Particle Energy

The measurement of particle energies is done using calorimetry. Essentially,

calorimeters use scattering to measure the energy of an incoming particle. The

calorimeters used at CDF are made of very dense material (lead or steel) to maximize

the number of interactions per unit length. Incoming particles collide with electrons

or nuclei inside the material and produce showers of particles. A thin layer of de-

tecting material is then placed behind the dense material to measure the outgoing

particles. These pairs of detectors are then placed in sequence, in a sandwich. The

detector material itself is typically made of scintillators. Figure 2.6 shows a schematic

of one sandwich. The detector itself would have several.

The number of particles remaining after a length x will be

N(x) = N0e
x/k (2.47)
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Figure 2.5: Simple tracking model for a 2-d tracking algorithm with B = 0.

where N0 is the number of particles initially, and k is a constant dependent on the

material. For electromagnetic showers, this is the radiation length, denoted by X0.

For hadronic showers, this is the nuclear interaction length, denoted by λ.

Each layer samples a percentage of the incoming particle’s energy (typically about

10%). By sandwiching infinite numbers of these blocks together, it is theoretically

possible to sample enough to measure the total energy of the incoming parton. How-

ever, given the limited spatial extent constraint (a.k.a. cost of building materials for

the entire detector), it is not possible to measure all the energy of all the particles that
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come in. The remaining particles “punch through” the calorimeter, and go through

other detector elements (more on this later). Thus, it is necessary to measure the

response of the calorimeter by calibrating with a beam of precisely known energy and

comparing the input and output energies.

The intrinsic energy resolution is therefore stochastic in nature. Thus, the energy

resolution will be proportional to 1/
√
N , where N is the number of outgoing particles.

Since the number of outgoing particles is proportional to the incoming energy, the

energy resolution is proportional to 1/
√
E. The proportionality constant depends on

the detector used, and will be discussed below.

At CDF, there are two types of calorimeters, electromagnetic and hadronic. Elec-

tromagnetic calorimeters are designed to measure the energy of photons and electrons.

Electrons will collide with other electrons in the material and undergo “Bremsstrahlung”

radiation. Photons will pair-produce in the presence of atomic nuclei, and the pair-

produced electrons will then undergo Bremsstrahlung. The hadronic calorimeters are

designed to detect all other strongly interacting particles. The incoming particles will

interact with nuclei in the material and produce showers.

The formula governing the radiation length due to Bremsstrahlung radiation is

given by [6]:

1

X0

= 4αr2e
NA

A

[
Z2 (Lrad − f(Z)) + ZL′rad

]
(2.48)

where X0 is the radiation length, α = 1/137 is the fine structure constant, NA is

Avogadro’s number, A is the atomic mass of the absorber, Z is the atomic number

of the absorber, Lrad and L′rad are experimentally determined constants, and f(Z)

is an infinite sum. The electromagnetic shower is very well-characterized because
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only electrons and photons are involved in this process, and the radiation lengths for

electrons and photons are always small.

The nuclear interaction length for hadronic showers is given very approximately

by [6]:

λ ≈ 35 g − cm−2A1/3 (2.49)

where A is the atomic mass of the absorber. Unlike the electromagnetic case, there

are large variations in the amount of energy transferred to secondary particles. Also,

any neutral pions that are created decay into two photons, which then deposit their

energy in the calorimeter, making it very difficult to measure their energies. These

large variations in the energy deposited in the hadronic calorimeter make it very

difficult to characterize the response of the calorimeter.

In order to maximize the ability to distinguish electromagnetic showers and hadronic

showers, it is therefore necessary to make the electromagnetic calorimeter much denser

than the hadronic calorimeter, since the electromagnetic shower radiation length de-

pends on A/Z2, while the hadronic shower radiation length depends on A1/3. A

higher density electromagnetic calorimeter will ensure that most of the EM energy is

deposited in the EM calorimeter and will not leak into the hadronic calorimeter. This

is why the electromagnetic calorimeter is made with lead and the hadronic calorimeter

is made with steel.

The active part of a sampling calorimeter is typically made of scintillators. These

detectors give off scintillating light when charged particles pass through it, exciting

particles in the material which subsequently decay (emitting a photon). Scintillators

can be chosen that have high indices of refraction, and hence it is possible to choose a
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geometry such that most of the light does not escape the material. It is then possible

to pass the light to a photomultiplier tube (PMT) to produce an electrical signal.

Typically, the light is produced at a frequency that is not optimal for collection by

the PMT, so the light is passed through a wavelength-shifting material before it

reaches the PMT. Figure 2.7 show a schematic of the detector.

High Density
Material

Low Density
Detector

Outgoing Produced

Particles

Incoming particle

Figure 2.6: Measurement of a particle’s energy with a calorimeter.

Jet Clustering and Energy Corrections

Due to the physically wide scales over which particles hadronize, it is necessary to

develop an algorithm to “cluster” physical calorimeter tower deposits into an estimate

of the actual jet of particles. In this analysis, we use a method called JetClu [19], in
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Wavelength shifting material

Photomultiplier tube

Scintillating plastic

Figure 2.7: Diagram of scintillator detector.

which a seed tower is selected, and neighboring towers are added within a certain cone

(in our case, ∆R < 0.4). The centroid of that cluster is then calculated by weighting

the towers by their energies, and re-estimating the average pointing vector. This

pointing vector is then input back into the algorithm, and the procedure is iterated

until the pointing vector is stable.

The sampling nature of the calorimeter gives rise to uncertainties in the jet energy.

Similarly, if the jet clustering algorithm does not pick up all the energy deposited in

the detector, the jet energy is further degraded.

There are various ways the measured energy of a jet and the actual energy are

not the same. There are eight levels of corrections at CDF [20] (however two are

deprecated and are kept for historical reasons):

0. Online/Offline calibrations. Calibrate using particle beams with known energies

comparing to test beams.

1. Eta-dependent. Makes the responses uniform in η.

2. Not in use
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3. Not in use

4. Multiple Interactions. Corrects for the effect of multiple interactions using the

number of z vertices in the event.

5. Absolute. Corrects for any non-linearity and energy loss in the un-instrumented

regions of each calorimeter.

6. Underlying event. Corrects for energy associated with spectator partons in the

event.

7. Out-of-cone. Corrects for energy that is deposited outside the cone of the par-

ticular jet clustering algorithm.

8. Splash-out. Corrects for energy that exits the calorimeter.

Figure 2.8 shows a schematic of the various jet correction levels.

It is necessary to simulate the response of the calorimeter to these effects using

various methods. The overall response can be determined by firing particles with

known energies into the calorimeter and measuring the output before the calorimeter

is installed. This gives rise to calibrations of the detector. Furthermore, it is possible

to use the resolution of the electromagnetic calorimeters to measure the resolution

of the hadronic calorimeter. This is done by performing photon-jet balancing, in

which a photon is selected back-to-back with another jet. The energy of the photon

is well-measured by the electromagnetic calorimeter, and so momentum and energy

conservation can be applied to measure the response of the “probe jet”.

By measuring the photon-jet balancing in both the data and the simulation of the

detector, it is possible to measure the accuracy of the simulation. Where there is a
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Photon

Jet

1. Eta Dependent
4. Multiple Interactions
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6. Underlying Event
7. Out−of−cone
8. Splash−Out

EM Calorimeter

Hadronic Calorimeter

Jet Corrections

Figure 2.8: Schematic of jet correction levels.

discrepancy, it is possible to determine a correction factor, known as the jet energy

scale

In this analysis, we correct jets to Level 4 to make our event selection. In order

to calculate an invariant mass of a jet object, it is better to use level 5 corrections.

Particle Lifetime

It is possible to determine the flight distance of a particle by detecting its decay

products. Figure 2.9 gives a schematic of how this is accomplished. This distance

can be related to the decay time by

D = βct = βγcτ (2.50)
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where β is the velocity in units of the speed of light, γ is the relativistic factor, t is

the lab flight time, and τ is the proper lifetime.

Firstly, the primary interaction vertex is reconstructed. Because the decaying

particle will not come from the primary vertex, it will form a secondary vertex. The

decay products will not point back to the primary vertex (because they come from the

displaced secondary vertex). The impact parameter (d0) of these tracks will therefore

be large when measured with respect to the primary vertex. It is then possible to

select these tracks, and form the secondary vertex by examining where they intersect

in space. Using these decay products, it is possible to reconstruct the flight distance

of these particles.

Primary
Vertex

Secondary
Vertex

d0

Figure 2.9: Measurement of a particle’s lifetime via decay products.
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Simple Vertexing

In order to get a sense of some relevant issues for vertexing tracks, it is useful to

consider a very simple case with straight-line (i.e. B = 0) tracks, as in Section 2.2.1,

and considering only 2-d vertices. In this case, the vertex is trivial (the solution of

two lines intersecting in a plane). The solution for the errors is more interesting and

gives some insight into the full solution.

Consider two lines

y1 = α11 + α12x1 (2.51)

y2 = α21 + α22x2 (2.52)

These intersect at

x =
α11 − α12

α22 − α21

(2.53)

y = α11 + α21

(
α11 − α12

α22 − α21

)
(2.54)

The simplest way to construct the errors on this vertex is to consider




x

y


 =




x1 − x2

y1 − y1


 = f




x1

y1

x2

y2




(2.55)

and take the limit as (x, y)→ (0, 0).

The error matrix for this function is

J =




1 0 −1 0

0 1 0 −1


 (2.56)



Chapter 2: Detector 69

If each track is at an angle φ1 and φ2 with the x-axis, and consider tracks where
the errors are only in one-dimension (i.e. hit position is known to lie in a plane), then
we use the error matrix from Equation 2.26, and rotate the angles by φ1 and φ2 to
obtain

C =




f2
1 (s1) cos

2(φ1) f2
1 (s1) sin(φ1) cos(φ1) 0 0

f2
1 (s1) sin(φ1) cos(φ1) f2

1 (s1) sin
2(φ1) 0 0

0 0 f2
2 (s2) cos

2(φ2) f2
2 (s2) sin(φ2) cos(φ2)

0 0 f2
2 (s2) sin(φ2) cos(φ2) f2

2 (s2) sin
2(φ2)




(2.57)

Then the error matrix in this coordinate system is

C ′ = JCJT (2.58)

=




f21 (s1) cos
2(φ1) f21 (s1) sin(φ1) cos(φ1)

+f22 (s2) cos
2(φ2) +f22 (s2) sin(φ2) cos(φ2)

f21 (s1) sin(φ1) cos(φ1) f21 (s1) sin
2(φ1)

+f22 (s2) sin(φ2) cos(φ2) +f22 (s2) sin
2(φ2)




(2.59)

≡




σ2x ρσxσy

ρσxσy σ2y


 (2.60)

We see the correlation coefficient is

ρ2 =
f41 sin

2 φ1 cos
2
φ1
+f42 sin

2 φ2 cos
2 φ2 + 2f21 f

2
2 cosφ1 sinφ1 cosφ2 sinφ2

f41 sin
2 φ1 cos2φ1 +f

4
2 sin

2 φ2 cos2 φ2 + f21 f
2
2 (cos

2 φ1 sin
2 φ2 + cos2 φ2 sin

2 φ1)
(2.61)

We can draw this as an ellipse with center (ax, ay) with p1 as the major axis and p2

as the minor axis at an angle α as

1− ρ2 =

(
x− ax
σx

)2

− 2ρ

(
x− ax
σx

)(
y − ay
σy

)
+

(
y − ay
σy

)2

(2.62)

p21 =
σ2xσ

2
y(1− ρ2)

σ2y cos
2 α− 2ρσxσy sinα cosα + σ2x sin

2 α
(2.63)

p22 =
σ2xσ

2
y(1− ρ2)

σ2y sin
2 α + 2ρσxσy sinα cosα + σ2x cos

2 α
(2.64)

α =
1

2
arctan

2ρσ1σ2
σ21 − σ22

(2.65)
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Figure 2.10(a) shows an example of this simple vertexing scheme. It shows two

tracks with their errors described as in Sec 2.2.1, and the inset is a close-up of the

vertex that is formed by those two tracks. We now consider special cases of these

equations to gain insight as to their nature.

If φ1 = φ2 (i.e. the lines are parallel), Equation 2.61 becomes:

ρ2 =
f 41 sin

2 φ1 cos
2
φ1
+f 42 sin

2 φ2 cos
2 φ2 + 2f 21 f

2
2 cosφ1 sinφ1 cosφ2 sinφ2

f 41 sin
2 φ1 cos2φ1 +f

4
2 sin

2 φ2 cos2 φ2 + f 21 f
2
2 (cos

2 φ1 sin
2 φ2 + cos2 φ2 sin

2 φ1)
(2.66)

=
f 41 sin

2 φ cos2φ+f
4
2 sin

2 φ cos2 φ+ 2f 21 f
2
2 cosφ sinφ cosφ sinφ

f 41 sin
2 φ cos2φ+f

4
2 sin

2 φ cos2 φ+ f 21 f
2
2 (cos

2 φ sin2 φ+ cos2 φ sin2 φ)
(2.67)

=
(f 41 + f 42 + 2f 21 f

2
2 ) cos

2 φ sin2 φ

(f 41 + f 42 + 2f 21 f
2
2 ) cos

2 φ sin2 φ
(2.68)

= 1 (2.69)

So for parallel tracks, the correlation coefficient is unity, and the ellipse becomes

very narrow, with the major axis along the direction of the lines (actually along the

direction of the bisector of the smaller angle between them, see Figure 2.10(a)).

If φ1 = φ2−π/2 (i.e. the lines are perpendicular), it is easiest to consider the case

where φ1 = π/2 and φ2 = 0 (without loss of generality):

ρ2 =
f 41 sin

2 π/2 cos2π/2+f
4
2 sin

2 0 cos2 0 + 2f 21 f
2
2 cos π/2 sinπ/2 cos 0 sin 0

f 41 sin
2 π/2 cos2π/2+f

4
2 sin

2 0 cos2 0 + f 21 f
2
2 (cos

2 π/2 sin2 0 + cos2 0 sin2 π/2)
(2.70)

=
f 41 · 1 · 0 + f 42 · 0 · 1 + 2f 21 f

2
2 · 0 · 1 · 1 · 0

f 41 · 1 · 0 + f 42 · 0 · 1 + f 21 f
2
2 (·0 · 0 + ·1 · 1)

(2.71)

= 0 (2.72)

So for perpendicular tracks, the correlation coefficient is zero, and the ellipse reduces

to a circle. In this case, it is also instructive to see the size of the circle. In this case
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α = 0, and the major and minor axes are

p21 =
σ2xσ

2
y

σ2y
= σ2x (2.73)

p22 =
σ2xσ

2
y

σ2x
= σ2y (2.74)

(2.75)

So we see that the major and minor axes reduce to σx and σy. Figure 2.10(b) shows

how the error ellipse looks when the tracks are roughly perpendicular. It is clear that

the ellipse is now a circle, and the error is the track error.

These two features will be present for any vertex scheme, even if the tracks are

circular (as is the case if B 6= 0), and if the vertex is in 3-d. The vertex will point

along the line bisecting the smaller of the angles of the tracks for tracks at an arbitrary

angle, and the vertex will be circular for tracks that are perpendicular, with errors

the same size as the track errors at that position.
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(a) Simple vertex between two tracks.
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(b) Simple vertex with perpendicular tracks.

Figure 2.10: Simple vertex examples. Note the axis scales are microns (on the x axis) and centimeters (on the y axis).
The central lines are the best fits, and the bounding curves are the 1σ error bars. The ellipses are the error ellipses on
the vertex fits.
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Particle ID

The particles we would like to measure at any collider are

• Stable charged hadrons

• Stable neutral hadrons

• Unstable hadrons (charged or neutral) and tau leptons

• “V” decays (KS
0 , Λ, γ → e+e−, so named because there are two decay products

of opposite charge)

• Electrons

• Photons

• Muons

• Neutrinos

Each individual particle will be detected differently because each will interact in a

unique way with material. Figure 2.11 shows the ways various particles interact in a

particle detector.

Both stable and charged hadrons will produce jets. The momentum of the charged

tracks inside jets can be measured with the tracking chambers. They will also de-

posit some small amount of energy in the electromagnetic calorimeter. The majority

of their energy will be deposited in the hadronic calorimeter. Depending on how

much material is in the hadronic calorimeter, some particles will “punch through”

the calorimeter and leak out of the calorimeter.
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Unstable hadrons are identified via their decay products. Tau leptons are also

included in this category, although they are not hadrons but leptons. Λ → pπ, for

example, can be detected by examining the outgoing proton and pion. We detect

unstable hadrons by reconstructing their displaced vertices. These include “V” par-

ticles like Λ hadrons, Ks
0 , and heavy flavor hadrons such as b and c hadrons. The

detection of b hadrons is very important for this analysis, because the top quark will

decay almost 100% of the time to a W boson and a b quark. Identifying the b quark

from a top decay will be of utmost importance to this analysis.

Some special cases are particles with zero lifetime that decay into two leptons,

such as J/ψ’s and Υ’s, so it is still possible to reconstruct these objects using their

decay products.

Electrons and photons are detected using the electromagnetic calorimeter as de-

scribed above. The way to discriminate between them is that the electron is charged,

and thus will leave a track in the tracking chamber, while the photon is neutral and

will have no associated track.

Muons also do not partake in the strong interaction, and only interact electro-

weakly. However, because of their large mass, they will not interact very often with

electrons in the calorimeter, and thus cannot be detected by the electromagnetic

calorimeter as electrons are. Instead, we take advantage of the fact that they don’t

interact much with the calorimeter, and detect them after all the other particles have

been absorbed. Thus, we place additional drift chambers outside the calorimeters,

and place shielding between them to absorb any particles that “punched through”

the calorimeter. It is then possible to identify the muons very cleanly. The hits
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in the muon chambers are linked into “tracklets” called “stubs”, and those stubs

can be matched back to the track in the tracking chamber to obtain momentum

measurements.

Neutrinos are not detected by our apparatus. They only interact weakly, and

thus will almost never interact. The way we “detect” them is to add up all the other

transverse energies in the event, and examine any missing transverse energy. In that

way, we can detect the transverse energy of the inferred neutrino.

Figure 2.11: Interaction of different particles with detector subsystems.

2.2.2 Cerenkov Luminosity Counters

The Cerenkov Luminosity Counters (CLC) is a collection of 48 thin, long conical,

gaseous isobutane Cerenkov detector designed to measure the average number of

inelastic pp collisions by measuring the number of particles, and their arrival time, in
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each bunch crossing ([21]). Cerenkov light is captured by photomultiplier tubes and

amplified to measure the number of particles. It is situated in the “3-degree holes”

inside the CDF endplug calorimeters in the forward and backward region and which

cover the pseudorapidity range 3.7 < η < 4.7.

The CLC measures the luminosity both online (to report back to the Main Control

Room), and offline (for analysis). The luminosity (L) is measured by the following

formula [22]:

L =
f · µ

εCLC · σpp
(2.76)

where f is the bunch crossing frequency, µ is the measured average number of inter-

actions per crossing, εCLC is the CLC acceptance times efficiency, and σpp is the total

pp interaction cross section. The CLC measures offline luminosity to an accuracy

of 5.9%. This measurement is limited by the uncertainty in µ (∼ 4.2%), and the

uncertainty in the total pp inelastic cross section (∼ 4.0%). The uncertainty in µ is

determined from counting empty crossings (crossings with no interactions) [22]. A

statistical method is used to extract µ from the Poisson distribution of the total num-

ber of pp interactions per crossing n. The probability of observing zero interactions,

P0, is related to µ by P0(µ) = e−µ. Thus, measuring P0 can be used to determine µ.

2.2.3 Tracking Subsystems

There are two tracking subsystems at CDF, the silicon detectors (SVXII: Sili-

con Vertex Detector, L00: Layer 00, and ISL: Intermediate Silicon Layers) and the

drift chamber (COT: Central Outer Tracker). The silicon detectors provide excellent

impact parameter, azimuthal angle, and z resolution. They are also instrumental
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in vertexing. The COT provides excellent resolution of the curvature, φ, and η.

Together, they provide very accurate measurements of the helical paths of charged

particles.

The tracking volume is enclosed within the electromagnetic calorimeter. It has a

nearly uniform magnetic field in the z direction of 1.4 Tesla. The silicon detectors

are closest to the beamline, ranging from R = 1.2 cm to R = 28 cm. The COT is

outside the ISL, from R = 44 cm to R = 132 cm.

Figure 2.12 shows the detector subsystems.

We now consider each subsystem in turn.

Figure 2.12: Tracking volume at CDF.
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Silicon Vertex Detector II (SVXII)

The Silicon Vertex Detector II ([24]) is the primary detector of the silicon sub-

systems. It is comprised of 5 layers of double sided silicon strip detectors. In all five

layers, there is an R− φ strip, in three layers there are 90◦ strips, and the other two

have 1.25◦ strips. The R − φ strips are situated lengthwise on the p-n junction of

the detector, and both the 90◦ and 1.25◦ strips are located on the n-side. The strips

are situated in three cylindrical barrels, each 30 cm long. There are 360 “ladders”

(four sensors connected by wire bonds) in 12 x 30◦ φ-slices. The radii of the layers

are between 2.5 cm and 10.6 cm. Figure 2.13 shows the barrel structure of the SVXII

detector.

Table 2.2 compares the technical specifications of the Run I and Run II detectors.

Figure 2.13: SVXII barrel structure.
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Detector Parameter SVX SVX II

Readout coordinates r-φ r-φ;r-z
Number of barrels 2 3

Number of layers per barrel 4 4
Number of wedges per barrel 12 12

Ladder length 25.5 cm 32.0 cm
Combined barrel length 51.0 cm 96.0 cm

Layer geometry 3◦ tilt staggered radii
Radius innermost layer 3.0 cm 2.4 cm
Radius outermost layer 7.8 cm 8.7 cm

r-φ readout pitch (4 layers) 60;60;60;55 µm 60;62;58;60 µm
r-z readout pitch (4 layers) - 150;133;133;150 µm

Length of readout channel (r-φ) 25.5 cm 16.0 cm
r-φ readout chips/ladder (4 layers) 2;3;5;6 4;6;10;12
r-z readout chips/ladder (4 layers) - 4;6;6;8

r-φ readout channels 46,080 147,456
r-z readout channels - 119,808

Total number of channels 46,080 267,264
Total number of readout chips 360 2088
Total number of detectors 288 576
Total number of ladders 96 144

Silicon area (m2) 0.68 1.5
Diode length (miles) 7.3 17.5

Table 2.2: Parameters of the Silicon Vertex Detector (SVX II).

Layer 00 (L00)

Layer 00 ([23]) is a radiation-hard, single sided silicon detector mounted directly

on the beampipe. The beampipe radius is 1.2 cm. The geometry of L00 is such that

there are two overlapping hexagonal structures, one at R = 1.25 cm and the other at

1.5 cm.

Figure 2.14 shows the d0 resolution versus track pT with and without L00 hits.

Note that the beamline is included in this plot (∼ 25 µm). The asymptotic value
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for large pT is about 10-12 µm, and it blows up for low pT . L00 helps improve the

resolution by about 20% at low pT .
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Figure 2.14: d0 resolution versus track pT with (squares) and without (triangles) L00
hits. Note that the beamline is included in this plot (∼ 25 µm).

Intermediate Silicon Layers (ISL)

The Intermediate Silicon Layers ([25],[26]) provides large radius silicon coverage.

It consists of three concentric layers offset in z. For |η| < 1, there is one layer, and for

1 < |η| < 2, there are two. Figure 2.15 shows the detector layout of the ISL versus η.

The primary purpose of the central layer is to provide accurate linking information

with the Central Outer Tracker, and the high-η layers provide measurements for tracks

at high-η. The ISL layers are comprised of R−φ strips on the p-n junction and 1.25◦

on the n-side.
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Figure 2.15: ISL Configuration.

Central Outer Tracker (COT)

The Central Outer Tracker([27]) is a multiwire drift chamber situated between

R = 44 cm to R = 132 cm, covering |η| < 1.0 with the full detector, and partial

coverage up to |η| < 2.0. There are 96 sense layers grouped into 8 “superlayers”,

each consisting of 12 layers. Four superlayers provide R − φ measurements (axial

superlayers) and the remaining four provide 2◦ measurements (stereo superlayers).

Figure 2.16 shows the east side end plate, which shows the detector configuration.

The drift chambers are filled with an Argon/Ethane gas mixture (50:50), with 1.7%

isopropyl alcohol. This allows a maximum drift time of 177 ns with drift velocity of

100µm/ns. This prevents pileup of events in the drift chamber from the previous

event. The alcohol is introduced to reduce buildup of ion discharge on the inside of
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the chambers (“aging”).

The cathode of the drift chamber is actually a “field sheet” consisting of 354 ◦A

gold on 6.4 µm thick Mylar sheets. The anode is gold-plated tungsten wires with

40µm diameter. The same wire is used for both sense and field shaping. Figure 2.17

shows a schematic of one COT cell.

Overall, the pT resolution is roughly σpT /pT ∼ 0.15%× pT .

Figure 2.16: COT end plate.
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Figure 2.17: COT cell configuration.

2.2.4 Calorimetry

The basic structure of the CDF calorimeters is as follows. They are all based

on scintillator sampling. That is, as per the discussion in Section 2.2.1, the detector

after the absorbing material is a scintillating sheet, guided into a fiber, where the light

produced from the incoming particles is passed through a wavelength shifting fiber to

a photomultiplier tube, and then on to an amplifier. The details of each calorimeter

are based on the specific physics needs and are discussed below.

Table 2.3 summarizes the calorimeters at CDF.
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Calorimeter Coverage Thickness Energy Resolution

CEM |η| < 1.1 18 X0
13.5%√
ET
⊕ 2%

CHA |η| < 0.9 4.5 λ0
75%√
ET
⊕ 3%

WHA 0.7 < |η| < 1.2 4.5 λ0
75%√
ET
⊕ 3%

PEM 1.1 < |η| < 3.6 21 X0, 1 λ0
16%√
ET
⊕ 1%

PHA 1.2 < |η| < 3.6 7 λ0
80%√
ET
⊕ 5%

Table 2.3: Parameters of the calorimetry subsystems at CDF.

Central Calorimeter (CEM + CES + CHA + WHA)

The Central Electromagnetic Calorimeter (CEM:[28]) is a lead+scintillator sand-

wich configuration. It is segmented into 15◦ φ-wedges and 0.11 radians in η. It covers

the range |η| < 1.1, and is 18 radiation lengths thick. The resolution of the CEM is

σE/E = 13.5%/
√
ET ⊕ 2%.

The Central EM shower Max Detector (CES:[28]) is a strip chamber that is de-

signed to provide a measurement of charged tracks very close to the calorimeter, with

very little material in between. This is done to distinguish electrons from photons,

which otherwise look very similar in the calorimeter.

The Central Hadronic Calorimeter (CHA:[29]) is a steel-scintillator sandwich, seg-

mented in the same way as the CEM. It covers the range η < 0.9 and is 4.5 nuclear

radiation depths thick. It has a resolution of σE/E = 75%/
√
ET ⊕ 3%.

The Wall Hadronic Calorimeter (WHA) is essentially the same as the CHA and

covers the range 0.7 < |η| < 1.2.
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Electron ID

Electrons are detected by examining a group of towers in the CEM electromagnetic

calorimeter, which are clustered together into a single object. Tracks are associated

geometrically to the electron by extrapolating the track to the calorimeter face, and

hits are required to be in the CES detector within a certain window. Additional cuts

are applied to the CES strip χ2 and shape, Lshr (compared to test beam electrons),

the ration of energy depositions in the hadronic and electromagnetic calorimeters,

calorimeter tower ET and track pT . For specific cuts, see Section 4.2.1. Figure 2.18

shows a schematic of the electron identification procedure.

Track

CES Hits

Matching
    Window

Note: Not to scale

CEM Cluster
CES

Figure 2.18: Schematic of electron identification at CDF.
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2.2.5 Muon Systems

The muon detectors at CDF make use of single wire drift chambers as well

as scintillator counters for fast timing. Overall, there is muon ID up to |η| <

2.0. The various subsystems are the Central Muon Detector (CMU), the Central

Muon Upgrade (CMP), Central Scintillator Upgrade (CSP), Central Muon Exten-

sion (CMX), Central Scintillator Extension (CSX), the Toroid Scintillator Upgrade

(TSU), the Barrel Muon Upgrade (BMU) and the Barrel Scintillator Upgrade (BSU).

The CMU/CMP/CSP cover |η| < 0.6, the CMX/CSX cover 0.6 < |η| < 1.0 and

the TSU/BMU/BSU cover 1.0 < |η| < 2.0. For this analysis, the data from the

TSU/BMU/BSU system was not available for triggering. Also, tracking is only avail-

able for |η| < 1.0. For these two reasons, we only use leptons with |η| < 1.0 in this

analysis.

The CMU [30] detector is the closest to the interaction point. It is situated

behind the calorimeter, which provides roughly 5.5 interaction lengths for pions. The

pT threshold of the CMU is 1.4 GeV/c. It is cylindrical in geometry with a radius

of 350 cm, arranged into 12.6◦ wedges. Each wedge contains three modules (stacks)

with four layers of 4 rectangular drift cells. The cells have 50 µm sense wires at the

center of the cell, parallel to the z-direction. The gas used is the same Argon-Ethane

(50:50) mixture with 1.7% alcohol as the COT.

The CMP is situated outside an additional 60 cm of steel to act as an absorber,

which is 3.5 additional interaction lengths (for a total of 9.0 λ0). The pT threshold

of the CMP is 3.0 GeV/c. It is rectangular in geometry, consisting of four layers of

drift cells, staggered by one-half cell per layer.
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The CSP [31] is a single layer of rectangular scintillator tiles, with a waveguide to

move the scintillated light into a photomultiplier tube (PMT). This provides a fast

detection mechanism used in triggering muons.

The CMX is located on either side of the detector straddling the beamline. It is a

conical geometry with drift chambers similar to the CMP. The CSX is another scintil-

lator array similar to the CSP. The CMX covers 360◦ degrees in φ. The segmentation

is in 15◦ wedges in azimuthal angle. Each wedge consists of 8 layers of rectangular

tubes in the radial direction, also offset to provide better resolution.

Figure 2.19 shows the muon coverage upgraded for CDF Run II.
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Figure 2.19: Muon coverage for the different subsystems. Note that although the
“keystone” regions at η = ±1.0 and φ = π/2 are shaded, only the one at η = +1 is
functional.



Chapter 3

Heavy Flavor Tagging

There are several distinguishing characteristics of heavy flavor jets that allow us

to separate them from light flavor jets (albeit on a statistical basis).

The primary difference between heavy flavor and light flavor jets is that heavy

flavor jets will decay, after traveling a few millimeters from production, via the weak

interaction. Because of this, we can take advantage of the fact that the tracks coming

from a heavy flavor decay will be displaced with respect to the primary interaction

vertex. With sufficient resolution, we can reconstruct these secondary vertices and

obtain information on the lifetime of the decaying hadron.

It is also possible to identify heavy flavor jets via soft leptons from the decay of

the virtual W from the b → Wc vertex. This method of tagging heavy flavor is not

used in this analysis.

Section 2.2.1 explains how particles can be identified via their decay products.

The overall picture is to reconstruct the primary vertex, and select tracks that are

displaced from that vertex. Those displaced tracks are then vertexed using a pre-
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scription similar to the scheme outlined in Sec 2.2.1. The differences are that now

the tracks are in a magnetic field (and so the straight-line approximation is no longer

valid) and that the tracks are in three dimensions.

We will now examine secondary vertex tagging in detail.

3.1 Tagging Variables

Any vertex tagger has a number of variables it uses to discriminate between long-

lived and prompt vertices. It is thus useful to define these quantities prior to describ-

ing the specifics of our secondary vertex algorithm.

3.1.1 Decay Length

The secondary vertex decay length is expected to have the most discriminating

power between heavy flavor (b and c quarks) and light flavor. We define the decay

length in 2-D as

L2D = ~rvtx · ˆpjet (3.1)

where ~rvtx is the position vector of the vertex and ˆpjet is the direction of the jet

momentum. Figure 3.1 shows a schematic of this dot product.

If the dot product is positive (i.e. the vertex flies in the direction of the jet), the

vertex is called a positive vertex, and if the dot product is negative (i.e. the vertex flies

opposite to the direction of the jet), the vertex is called a negative vertex. Negative

vertices are an unphysical situation, and are generally used to estimate the number

of tags obtained due to imperfect detector resolution. Figure 3.2 shows the difference
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between positive and negative vertices.

Figures 3.3(b) and 3.3(a) show the 2-d and 3-d decay lengths of Monte Carlo

b-hadrons. There are no cuts on the minimum decay length, so the most probable

value is zero lifetime. The mean value is about 60 mm in 3-d, and about 42 mm in

2-d.

Pjet

rvtx

L2D

Figure 3.1: Definition of 2-dimensional decay length L2D.
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Figure 3.2: Diagram showing positive and negative tags.
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3.1.2 Mass and pT

The vertex mass and pT are also useful to discriminate b quarks from c quarks,

and also from fake vertices (negative tags). The mass is simply the invariant mass of

the tracks in the vertex, and the pT is the vertex momentum in the flight direction

(R̂):

pµ =
∑

tracks

pµtrack (3.2)

m2
vtx = pµ pµ (3.3)

pvtxT = ~pvtx · R̂ (3.4)

where pµtrack is the four-momentum of each track, pµ is the four-momentum of the

vertex, ~pvtx is the three-momentum of the vertex, and R̂ is a unit vector in the flight

direction.

Figures 3.4(a)-3.4(c) show the energy, momentum, transverse momentum, and γ

for b-hadrons in the Monte Carlo. The mean energy of the b-hadron is about 69 GeV.

The mean momentum is also about 69 GeV/c. The mean transverse momentum is

about 48 GeV/c. The mean relativistic factor is 13. The b-hadrons are very boosted,

and are also mostly transverse to the beamline, as expected.

3.1.3 Pseudo-cτ

The proper lifetime can discriminate b-hadrons, c-hadrons and light flavor hadrons

better than the decay length. Although c-hadrons and b-hadrons have different life-

times, since c-hadrons are lighter, it turns out that they travel roughly the same

distance at this energy scale. Thus, the decay length is not the best discriminating
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variable to distinguish bottom from charm hadrons.

The distance a hadron travels is proportional to its proper lifetime cτ . The pro-

portionality constant is the Lorentz boost γ.

R = γ × cτ (3.5)

Using E = γm, we can write the proper lifetime in terms of the flight distance

cτ =
m

E
×R (3.6)

We do not have access to the total mass of the hadron, nor to its total displacement.

We have only the mass of the reconstructed vertex (which will have no neutral parti-

cles or neutrinos), and the displacement in R− φ. We thus construct a variable that

is approximately equal to cτ :

cτ =
m

E
×R (3.7)

=
m√

p2 +m2
×R (3.8)

=
m

p
×R× 1√

1 +
(
m
p

)2 (3.9)

≈ m

p
×R×

(
1− 1

2

(
m

p

)2
)

(3.10)

≈ mvtx

pvtxT
× L2D (3.11)

where we have used the binomial expansion 1/
√
1 + ε ≈ 1− 1

2
ε. This approximation is

exact if the vertex is perfectly reconstructed (i.e. mvtx = m) and moving perpendicu-

lar to the beamline (i.e. pT = p, pz = 0), in the limit of small mass. Thus corrections

will be related to the tracking efficiency, the η of the hadron, and the ratio
(
m
p

)2
.
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Figures 3.3(c) and 3.3(d) show cτ and pseudo-cτ for b hadrons in the Monte Carlo

(except that pseudo-cτ uses the hadron mass and pT instead of the vertex mass and

pT at this stage). Also shown are the fits for these quantities. The mean cτ is about

0.47 mm, and the mean pseudo-cτ is also about 0.47 mm. The fit slope is about

-21.1/cm for pseudo-cτ , and about -21.3/cm for cτ . Both are quite similar. Since

these two distributions are very similar, the main corrections to pseudo-cτ will be

mis-reconstructed b-hadrons.
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Figure 3.3: Monte Carlo b-hadron decay length quantities, taken from PYTHIA ttMonte Carlo withmtop = 178 GeV/c2.
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Figure 3.4: Monte Carlo b-hadron kinematic quantities, taken from PYTHIA tt Monte Carlo with mtop = 178 GeV/c2.
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3.2 Primary Vertex Selection (PrimeVtx)

In order to calculate the primary vertex, we use a vertexing strategy similar to

that of our secondary vertex finder. The algorithm we use is called PrimeVtx.

The PrimeVtx algorithm is an event-by-event primary vertex finder. It begins

with an input seed (x0, y0, z0). Here, x0 and y0 are the x and y positions of the

run-averaged beamline, and z0 is the highest sum-pT z vertex in the event. PrimeVtx

then selects tracks that are significantly displaced from the run-averaged beamline,

and orders them by decreasing pT . The 50 highest pT displaced tracks are then passed

to CTVMFT 1 to fit the vertex. The position of the run-averaged beamline is also

input into the fit as another measurement point. At that point, PrimeVtx begins

removing tracks with the worst χ2 relative to the fit vertex (with χ2 > 10). The

process is then iterated until there are no tracks with χ2 > 10 in the vertex. If fewer

than one track is associated with the primary vertex, the run-averaged beamline is

passed along as the x− y position and errors of the primary vertex, and the highest

sum-pT z vertex is used as the z-component. This is then passed along as the best

primary vertex in the event.

The algorithm to calculate the highest pT z vertex is called ZVertexModule. It

histograms all the track z0’s and selects the vertex with the highest
∑
pT within 5

cm of the primary lepton.

The track cuts used are:

• Reject tracks with no silicon hits.

• pT ≥ 0.5 GeV

1See Glossary
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• |d0| ≤ 1.0 cm, |d0|/σ ≤ 3.0 (with respect to beamline)

• COT: 2 Axial, 2 Stereo segments with ≥6 hits each

• Silicon: OI - ≥3 hits

• Silicon: OIS, OIZ - ≥5 hits, ≥3 r − φ, ≥2 stereo, ≥2 Z

Figure 3.5(a) shows the number of tracks used in the PrimeVtx vertex in PYTHIA tt

Monte Carlo with mtop = 178 GeV/c2. Figure 3.5(b) shows the error in the xy plane

in tt Monte Carlo.
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Figure 3.5: PrimeVtx quantities.
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3.3 Secondary Vertex Tagger (SecVtx)

The secondary vertex tagger used in this analysis is called SecVtx. It selects tracks

displaced from the primary vertex (as found by PrimeVtx) and attempts to find a

secondary vertex. If this secondary vertex is significantly displaced from the primary

vertex, the vertex is flagged as “displaced” and is henceforth known as a tag.

SecVtx is a two-stage algorithm. It first tries to form a vertex with at least three

tracks (Pass 1). If that fails, it then tries to form a vertex with at least two tracks

with tighter track cuts (Pass 2). Tracks consistent with K s
0 or Λ decays are not

considered by the algorithm. Table 3.1 shows a summary of the relevant parameters.

We require all jets considered by SecVtx to be fiducial, i.e. satisfy ET > 10 GeV

(no jet corrections), |η| < 2.4. Furthermore, we define taggable jets to be tracks with

at least two good tracks (defined below).
In detail, the algorithm is

1. Track Selection: Loop over tracks

(a) Extrapolate track parameters and errors to the primary vertex (see Sec-
tion 2.2.1)

(b) Define good tracks to be

• pT > 0.5 GeV

• |d0| < 0.15 cm to the primary vertex

• |z0| < 1.0 cm to the primary vertex

• Number axial SL with 5 or more hits ≥ 2 and number of stereo SL
with 5 or more hits is ≥ 2

• Number of SVX r − φ hits ≥ 3

• Track fit χ2/dof < 8.0.

(c) Remove tracks with an oppositely charged partner track that have 0.4876 <
Mππ < 0.5076 (consistent with Ks

0 → π+π−) or 1.10963 < mπp < 1.12163
(consistent with Λ→ pπ)

(d) Associate tracks to jets using a ∆R < 0.4 cone
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2. Obtain a tag candidate: Loop over jets

(a) Pass 1: Select tracks with d0/σd0 > 2.0, pT > 0.5, ordered in d0 and pT ,
loop over pairs of tracks

i. Form a seed vertex between two tracks

ii. Extrapolate track parameters and errors to the seed vertex

iii. Add tracks to the vertex with d0/σd0 < 3.0 (relative to seed vertex)

iv. Prune tracks that contribute χ2 > 50.0 away, until at least three tracks
remain with χ2 < 50.0

v. If no 3-track vertex is found, select next track pair

vi. If a 3-track vertex is found, require vertex to satisfy

• pmax−trackT > 1.0 GeV/c

• Overall vertex χ2 < 50

• L2D/σL2D > 7.5

• Pseudo-cτ < 1.0 cm

• |L2D| < 5.0 cm

• Average z0 of tracks < 5.0 cm

• Remove neutral vertices with 0.4776 < Mππ < 0.5176 (consistent
with Ks

0 → π+π−) or 1.09563 < mπp < 1.13563 (consistent with
Λ→ pπ)

• R0 < 2.5 cm (where R0 is the distance of the vertex from the
center of the SVX)

• If no Pass 1 vertex is found, examine next pair of seed tracks.

(b) Pass 2: If no 3-track vertex is found, select tracks with d0/σd0 > 3.5,
pT > 1.0, ordered in d0 and pT , loop over pairs of tracks. Require vertex
to satisfy

• pmax−trackT > 1.5 GeV/c

• Overall vertex χ2 < 50

• L2D/σL2D > 7.5

• Pseudo-cτ < 1.0 cm

• |L2D| < 5.0 cm

• Average z0 of tracks < 5.0 cm

• Remove neutral vertices with 0.4776 < Mππ < 0.5176 (consistent with
Ks

0 → π+π−) or 1.09563 < mπp < 1.13563 (consistent with Λ→ pπ)

• R0 < 1.2 cm or 1.45 cm < R0 < 2.5 cm, unless vertex has more than 2
pass 1 tracks. (where R0 is the distance of the vertex from the center
of the SVX). This is to mitigate the effects of conversions and nuclear
interactions.
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Tight SecVtx
Source 4.11.2 5.3.3

pass 1 pass 2 pass 1 pass 2
Use L00 > no yes
Use IO tracks > no yes
COT cuts > varies defTracks
SVX layers > varies 3
Track-χ2 < varies 8.0
∆ track-z0 (cm) < 5.0 2.0
Track-d0 (cm) < 0.3 0.15
Track-pT (GeV) > 0.5 1.0 0.5 1.0
Track-d0 Sign. > 2.5 3.0 2.0 3.5
Attachment cut d0 Sig. < 4.0 – 3.0 –
Seed Vertex χ2 > 50
At least one Track-pT (GeV) > 1.0 1.5 1.0 1.5
Track prune χ2 > 1000 1000 45 30
Vertex fit χ2 < 2000 2000 50
Lifetime track χ2 < 50
Lxy Significance > 3.0 7.5
TryHarderPass1 no yes
Material Removal no yes

Table 3.1: Comparison of the tight version of the SecVtx algorithm used in Gen4
(4.11.2) analyses and the new version for Gen5 (5.3.3 nt).
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3.3.1 Plots of SecVtx Variables

Figures 3.6-3.9 show various track quantities for all tracks from fiducial b-jets and

fiducial udsg-jets with pT > 0.5 GeV/c, in PYTHIA tt Monte Carlo with mtop =

178 GeV/c2. Figures 3.10 and 3.12 show various jet quantities for fiducial b-jets and

fiducial light flavor jets (udsg-jets) in tt Monte Carlo. Figures 3.13 and 3.14 show

various vertex quantities for b-jets and udsg-jets tagged by SecVtx in tt Monte Carlo.

Figure 3.6(a) shows the track transverse momentum distribution. Tracks from

b-jets have a mean pT of 3.1 GeV/c, while tracks from udsg-jets have a mean pT

of 2.9 GeV/c, so b-jet tracks are slightly harder. Figure 3.6(b) shows the track η

distribution. Tracks from b- and udsg-jets are very similar, although the tracks from

b-jets are slightly more central.

Figure 3.7(a) shows the total number of silicon R − φ hits on each track, Fig-

ure 3.7(b) shows the number of good silicon R−φ hits on each track, and Figure 3.7(c)

shows the number of COT hits on each track. Figure 3.7(d) shows the χ2/dof for the

track fit. We select tracks with Nhits > 3 and χ2
trk < 8.0, shown by vertical dashed

lines in the plots.

The major discrimination between b- and udsg-jets will be in the impact parameter

distributions. Figures 3.8(a),3.8(b), and 3.8(c) show the 2-d impact parameter to the

primary vertex (d0) and its error (σd0), as well as the significance (d0/σd0). It is clear

that the tracks from the b-jet are much more displaced than the tracks from the p-jet.

Figures 3.9(a),3.9(b), and 3.9(c) show the same quantities for the z-displacement to

the primary vertex. We select tracks with |d0| < 0.15 cm to remove long-lived light

flavor hadrons, conversions, and nuclear interactions. We also select d0/σd0 > 2.0 (for



Chapter 3: Heavy Flavor Tagging 103

pass 1) and > 3.5 (for pass 2).

Figure 3.10(a) shows the transverse energy of all fiducial b- and udsg-jets. Because

the udsg-jets decay from the W while the b-jets decay from the top directly, the ET

spectrum is significantly harder for b-jets. Figure 3.10(b) shows the jet pseudorapidity.

This distribution is roughly the same for p- and b-jets.

Figure 3.10(d) shows the number of good tracks in b- and udsg-jets. It is clear

that the b-jets have a higher track multiplicity. The average number of good tracks

in b-jets in our sample is 6.4, while the average number in udsg-jets is 3.9. Therefore,

the input number of tracks already shows discrimination between b and p jets. We

define jets with Ngood ≥ 2 to be considered “taggable” for the SecVtx algorithm, as

mentioned above.

Furthermore, Figures 3.11(a) and 3.11(b) show the number of pass 1 and pass

2 tracks in b- and udsg-jets, respectively. We require at least 3 pass 1 tracks, and

at least 2 pass 2 tracks to form a vertex. Recall that pass 1 requires d0/σd0 > 2.0,

and pass 2 requires d0/σd0 > 3.5. It is clear that hardly any udsg-jets satisfy this

requirement. Most of the p-jet tracks are not significantly displaced. Again, the input

track selection itself is discriminating between b- and udsg-jets. Figure 3.11(c) shows

the number of tracks after tagging. The b-jets have more tracks in the vertex on

average.

Figures 3.12(a), 3.12(b) and 3.12(c) show the track pT for the first, second and

third highest pT tracks in the jets for b- and udsg-jets. Because the b quark is directly

from the top (as mentioned above), and because the b quark has a much larger mass

than udsg partons, the highest pT tracks in the jet should be more boosted for b-jets
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than udsg-jets. This is what is observed in these figures. The average pT for the first

track in a b-jet is 12.2 GeV/c, while the average pT for the first track in a p-jet is 10.8

GeV/c.

The rest of the plots show vertex quantities after a candidate secondary vertex has

been formed (but before final vertex selection). Figures 3.13(a),3.13(b), and 3.13(c)

show the vertex L2D distribution, the error in L2D, and the significance L2D/∆L2D

for b- and udsg-jets. The b-jets have a very large number of vertices with L2D > 0,

while the udsg-jets have roughly equal numbers positive and negative. Furthermore,

because the b-jets have more tracks in the tag on average, the error of the vertex is

smaller for b-jets than it is for udsg-jets, on average. These two effects combine to

give b-jets a much larger decay length significance. We cut on L2D/∆L2D > 7.5 for

the vertex to be considered “tagged”. Notice also that the p-jet distribution has a

very long positive tail. These are long-lived Λ and Ks
0 particles, as well as conversions

and nuclear interactions. These physical processes give rise to an asymmetry in the

light flavor tags, which will be discussed later in Section 3.5.10.

Figure 3.13(d) shows the pseudo-cτ for b- and udsg-jets. Since this variable is

derived from the decay length, it looks very similar to Figure 3.13(a). Figure 3.14(a)

shows the vertex mass. Because the b has a much larger mass than udsg, the re-

constructed vertex mass is higher. Also, examining Figure 3.14(c), we see that the

b-vertices have a larger transverse momentum than the p-vertices. This is because

the b has a large boost from the top quark decay.

Figure 3.14(d) shows the vertex radius from the center of the SVX detector. The

udsg-jets are mostly clustered at smaller radii, but there is a long tail (as mentioned
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earlier). We require our tags to be within the SVX innermost layer, so we require

R < 2.5 cm. We do allow tags from 1.2 < R < 2.5 even though there is material in

those regions. However, we disallow vertices with only 2 displaced (pass 1) tracks in

regions where there is material in order to cut down on the number of vertices from

conversions.

Finally, Figure 3.14(b) shows the vertex fit χ2/dof . We require χ2/dof < 50.0 for

the vertex to be considered “tagged”.

3.3.2 Optimization of SecVtx Tagger

The tagger used for the cross section measurement in Ref [40] was optimized for

a different tracking version as the current analysis. That analysis is referred to as

Generation 4 (or Gen4 for short), named after the version of the offline software used

for the analyses, 4.11.2.

The current analysis is produced in offline release 5.3.3 nt, and is hence referred

to as Generation 5 or Gen5.

The algorithm was reoptimized between Gen4 and Gen5. The Gen4 tagger needed

to place very stringent cuts on the input track selection, and then loosen the final

vertex quality very much in order to obtain a high efficiency and low mistag rate

simultaneously. The current algorithm allowed many more tracks to pass the selection,

while simultaneously tightening the vertex quality. Table 3.1 compares the variables

between the Gen4 and Gen5 versions of SecVtx. These cuts resulted in a 20% increase

in efficiency, and a 30% increase in negative tag rate. The net effect is an increase in

the precision of this measurement.
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At the same time, another version of the SecVtx algorithm was developed, the

loose version. This version will be discussed below.
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Figure 3.6: Track quantities for all tracks from b-jets (solid) and udsg-jets (dashed) in PYTHIA tt Monte Carlo with
mtop = 178 GeV/c2.
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Figure 3.7: Track quantities for all tracks from b-jets (solid) and udsg-jets (dashed) in PYTHIA tt Monte Carlo with
mtop = 178 GeV/c2.
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Figure 3.8: Track quantities for all tracks from b-jets (solid) and udsg-jets (dashed) in PYTHIA tt Monte Carlo with
mtop = 178 GeV/c2.
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Figure 3.9: Track quantities for all tracks from b-jets (solid) and udsg-jets (dashed) in PYTHIA tt Monte Carlo with
mtop = 178 GeV/c2.
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Figure 3.10: Kinematic quantities for b-jets (solid) and udsg-jets (dashed) in PYTHIA tt Monte Carlo with mtop = 178
GeV/c2.
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Figure 3.11: Kinematic quantities for b-jets (solid) and udsg-jets (dashed) in PYTHIA tt Monte Carlo with mtop = 178
GeV/c2.
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Figure 3.12: Kinematic quantities for b-jets (solid) and udsg-jets (dashed) in PYTHIA tt Monte Carlo with mtop = 178
GeV/c2.
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Figure 3.13: Vertex quantities for b-jets (solid) and udsg-jets (dashed) considered by SecVtx in PYTHIA tt Monte Carlo
with mtop = 178 GeV/c2.
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Figure 3.14: Vertex quantities for b-jets (solid) and udsg-jets (dashed) considered by SecVtx in PYTHIA tt Monte Carlo
with mtop = 178 GeV/c2.
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3.4 b-Tagging Efficiency

While the efficiency of a given tagger is often measured directly from simulation, it

is not possible to do so in our case because the Monte Carlo does not accurately predict

the number of tracks seen in data, and that there are problems with the b-jet modelling

in our Monte Carlo. This can arise due to imperfect detector descriptions, tracks

from underlying event interactions which are difficult to model, multiple interactions

which are not reproduced in the Monte Carlo, and different heavy flavor contents

of the samples. Because of all these considerations, it is necessary to introduce a

data-to-Monte Carlo scale factor to account for differences between the data and the

Monte Carlo. So, we shall measure the efficiency in the Monte Carlo but correct for

the scale factor.

In order to estimate the efficiency of the SecVtx tagger in data, it is necessary to

have a control sample of pure b-jets with which to do so. We then examine the ratio

of the efficiencies in the data and the Monte Carlo (the scale factor, or SF). This

scale factor is then assumed to be the same for all the Monte Carlo samples available.

We then calculate the efficiency of the tagger in a given signal sample (such as the tt

sample) and apply the scale factor to estimate its efficiency in the data.

As a control sample, we select dijet events which have a lepton within one jet

(henceforth referred to as the “lepton-jet”, l-jet, e-jet or µ-jet, depending on the

lepton sample). We require at least one tagged jet back-to-back with the lepton jet

(henceforth referred to as the “away-jet”, or a-jet). The lepton-jet is thus enhanced

in heavy flavor both by the requirement of a lepton within the jet (consistent with a

semileptonic decay), and by tagging the away side jet (hence preferentially selecting
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bb events). We then examine tag rates on the lepton-jet to determine the efficiency.

The remaining problem is to determine the residual light flavor contribution to the

lepton-jet tags (a.k.a. the heavy flavor fraction). Figure 3.15 shows a diagram of the

lepton-jet and the tagged away-jet.

We use a combination of two methods to measure the efficiency, the electron

method and muon method. The electron method makes use of conversions in order

to calculate the residual light flavor contribution to the lepton-jet tags, while the

muon method uses a Monte-Carlo template of the transverse momentum of the muon

relative to the jet axis, fit to the data.

Both methods make the assumption that the scale factor for tagging both jets is

the same as the scale factor for tagging only one. They also assume that tagging the

lepton side is uncorrelated with tagging the away side. Finally, both methods also

assume the scale factor is the same for b and c jets.

We now consider each in detail, as well as the combination of the two methods.

3.4.1 b-Tagging Scale Factor With Electron Data

The electron method relies on conversions to estimate the residual light flavor

contribution to the lepton-jet efficiency. The idea is that conversion jets are not very

likely to contain heavy flavor, and so are a good control sample of essentially light

flavor jets.

The full analysis for the electron method is given in Ref [32].

We write ε+
H

for the tagging efficiency for heavy flavor e-jets in data and Ä+H for

the corresponding efficiency in Monte Carlo. Hence the scale factor is (SF ) ≡ ε+
H

Ä+H . It
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Figure 3.15: Diagram showing the soft lepton samples with which we measure the
data to Monte Carlo scale factor (SF). The diagram shows the tagged away-jet, and
the lepton-jet with which we use to measure the efficiency.

is measured as a function of the number of events in a sample of size N which have

tags on the e-jet (N
e-tag

), the a-jet, (N
a-tag

,) or both (N
e-tag

a-tag
). The e-tag and a-tag

can be positive (+) or negative (−), depending on the secondary vertex displacement

with respect to the jet axis. A complete dictionary of the notation can be found in

Appendix B.1.1.

The additional assumptions of this method are that the negative-tag scale factor

is the same as the positive-tag scale factor, and that the heavy flavor fraction in the

Monte Carlo (Fmc
H
) is set to 1.

A full derivation of the scale factor equations is given in the Appendix. To sum-
marize, the scale factor is written as

(SF ) =

( N
+

+
−α N

+

−
)−β( N

−

+
−α N

−

−
)

( Nmc
+

+
−α Nmc

+

−
)−β( Nmc

−

+
−α Nmc

−

−
)

( Nmc +
−α Nmc

−
) Fmc

H

H

Fmc
H

−
( N

+
−β N

−
)

Nmc
+
−β Nmc

− ( Nmc Fmc
H
)χ

( N
+
− α N

−
)− N χ

. (3.12)
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where

χ ≡
(N

+ − β N
−
)(Nconv + − αNconv −)− (N + − αN −)(Nconv

+ − β Nconv
−
)

Nconv (N
+ − β N

−
)− N (Nconv

+ − β Nconv
−
)

. (3.13)

Data Samples

We use a dataset triggered with an 8-GeV electron. The electron data are selected

with the cuts in Table 3.2.

|zelectron track| at r = 10.6 cm < 43.5 cm
|zelectron track| at r = 2.44 cm < 43.5 cm
fidele 1
Electron ET > 9 GeV
PT > 8 GeV
E
P

(0.5,2.0)
had
em

< 0.05
Lshr < 0.2
|∆xCES| < 3 cm
|∆zCES| < 5 cm
χ2
CES strip < 10
|ze − zevent0 | < 5 cm
δRjet < 0.4 from fiducial, 15 GeV (corrected),

central cone-0.4 jet.
Isolation > 0.1

15 GeV (corrected) a-jet with |η| < 1.5,
opposite in phi (δφ > 2.0).

Table 3.2: Cuts on the 8 GeV electron sample. The electron chosen is the highest
ET electron passing all cuts, the electron jet is the closest passing jet to the electron,
and the away jet is the highest energy jet in the allowed (η, φ) region.

The Monte Carlo sample used for this measurement was generated with HERWIG

6.4 within CDF offline release 4.9.1, and simulated with the Gen5 release of 5.3.3 nt

offline. The generation is generic 2-2 scattering QCD events with a minimum outgoing
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parton transverse momentum of 15 GeV (IPROC=1500; PTMIN=15). QQ was used to

re-decay heavy flavor hadrons. A filter requiring an 8-GeV lepton with Ymax < 2.0

(electron or muon) in the generator-level particle list discards most light flavor events.

Unlike the 8 GeV electron data, every Monte Carlo event contains a lepton that was

not created by material interactions.

Monte Carlo events are accepted or rejected according to a trigger parameteriza-

tion of the 8 GeV L2 lepton trigger. These parameterizations describe the trigger’s

efficiency to identify an electron based on its fully reconstructed ET , pT and, in part,

calorimeter isolation. We choose the parameterization corresponding to the moderate

isolation cut (Isol0.4 < 4), although the shape of the function does not vary strongly

with isolation. For such electrons, the trigger response efficiency is given by [33]:

freq
(√

ET −
√
ET 0)/(2σE)

)
× freq (pT − pT 0)/(2σppTpT 0))× (1− e(2.0−ET )/(2σE2 ))

(3.14)

with

ET 0 = 7.93
σE = 0.096
σE2 = 1.10
pT 0 = 7.56
σp = 0.0139.

After selecting events based on the trigger parameterization, the Monte Carlo

events are subjected to analysis cuts identical to those described for the data. The

heavy flavor content of selected Monte Carlo events is listed in Table 3.3. Here, heavy

flavor jets are identified by looking for 5-GeV b’s and c’s within a cone of ∆R = 0.4

around the jet axis.
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Comparisons between the data and Monte Carlo for electron quantities are given

in Figure 3.16. Comparisons between the jet quantities is given in Figure 3.17. Com-

parisons between the number of tracks are given in Figure 3.18. All agree except for

the number of good tracks, which is the primary reason there is a scale factor.

Conversion Finding

Conversions were used to preferentially select light flavor electron jets from the

data. The tracks in each event were searched for a track with charge opposite the

electron charge, which when parallel (in the transverse plane) to the electron track

was within ∆rxy ≤ 0.2 cm and ∆cot θ ≤ 0.04 of the track. The algorithm is the

same as the conversion finding implemented in the offline code and described in [34].

Conversions that had multiple matching tracks were accepted.

Scale Factor Results

We apply the measurements listed in Table 3.5 to Equation 3.12. For the central

value we use α = β = 1 for data and MC, which is consistent with the values in

[35]. A more in-depth discussion of this choice is in the following section. With these

parameters, we obtain for the tight tagger,

SF = 0.890± 0.022(stat)± 0.018(MC stat)± 0.053(syst). (3.15)

Figure 3.19 shows the double tag efficiency as a function of electron jet ET for

both data and Monte Carlo. The sources of systematic uncertainty are described in

detail in Section 3.4.1. We point out several that depend on where the scale factor is
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Figure 3.16: Electron variables for electrons passing all selection criteria. The points
are from from HERWIG 2→ 2 Monte Carlo and the histogram is from 8-GeV electron
data. The variables are electron ET , pT , E/P , CES strip χ2, Lshr, Had/Em, isolation,
∆x, ∆z, φ, η, and prelT (momentum relative to jet axis).



Chapter 3: Heavy Flavor Tagging 123

E-jet flavor A-jet flavor Fraction of events after all analysis cuts
heavy(includes g ⇒ bb̄/cc̄) heavy 24.4%

heavy light 61.4%
light heavy 1.2%
light light 12.9%

Table 3.3: Composition of Monte Carlo sample after applying analysis cuts and a
trigger parameterization.
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Figure 3.17: Jet kinematic variables after our event selection. The points are from
from HERWIG 2→ 2 Monte Carlo and the histogram is from 8-GeV electron data.
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Figure 3.18: Number of track distributions for electron jet. Shown in clockwise
order are the number of SecVtx tracks, number of good tracks, number of pass1 and
number of pass2 tracks. The points are from from HERWIG 2→ 2 Monte Carlo and
the histogram is from 8-GeV electron data.

Total Positive Tag Rate (%) Negative Tag Rate (%)
Data Conversions 255218 1.55 0.26
Data Non-Conversions 393532 8.41 0.28
MC Conversions 4358 9.71 0.30
MC Non-Conversions 21228 25.5 0.41

Table 3.4: Opposite sign conversions found in data and Monte Carlo e-jets, and tight
SecVtx tag rates. The Monte Carlo events include light flavor e-jet events, which
are not used elsewhere. The higher ratio of positive to negative tag rates in non-
conversions points to an enhancement in heavy flavor.
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applied; these should be considered when (SF ) is used in a physics measurement.

Data Monte Carlo (HF) Conversions (Data)
N 648750 21958 255218
N

+
20795 1988 4708

N − 2237 56 888

N
+

37045 5831 3951

N
+

+
3972 689 330

N
+

− 178 14 18

N
−

1790 96 682

N
−
+

73 8 20

N
−
− 12 0 7

Table 3.5: Total number of tags, as used in Equation 3.12.

Systematic Uncertainties

There are several systematic uncertainties in the electron method. These are

• Changes in heavy flavor content of the Monte Carlo.

• Assuming the scale factor is the same for b, c, and light quark jets.

• Correlations between the conversion rate and tagging rate.

• Mistag subtraction.

• Jet ET dependence.

• Semileptonic decay bias.

Each of these assumptions carries a systematic uncertainty associated with it.

Table 3.6 shows the size of these systematics. See Ref [32] for full discussion.
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Figure 3.19: Tagging efficiency as a function of electron jet ET . Open (full) squares
are MC (data).

3.4.2 b-Tagging Scale Factor With Muon Data

The muon method makes use of the differences in the transverse momentum of the

muon relative to the jet axis between b, c, and light flavor hadrons. It uses templates

of these quantities from the Monte Carlo and then fits them to data to calculate the

efficiency of the tagger in the data. The details for this work can be seen in [36].

Data Sample And Event Selection

The muons dataset is constructed similarly to the electron dataset. An 8-GeV

muon trigger is used for the data sample. Table 3.7 shows the event selection for the

muon variables.

Furthermore, the energy and momentum of the muon-jet are corrected for the
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Source Relative Error (%)
Tight

Semi-Leptonic Decay 2.0
Mistag Subtraction 2.4

c/b Fraction 2.6
Conversion Finding 2.7

SF c 1.1
MC Jet E Correction 2.0

Total 5.3
ET -Dependence 3

Table 3.6: Sources of systematic error in electron method of calculating the scale
factor.

presence of the muon via

Ecorr
T = ET

Ejet − 2 GeV

Ejet

+ pµT (3.16)

~pcorr = ~pjet +

(
1− 2 GeV/c

| ~pµ

)
~pµ (3.17)

where Ejet is the energy of the jet, ET is the transverse energy of the jet, pµT is

the muon transverse momentum, and 2 GeV is chosen as the most probably energy

deposition of a muon in the pT range under consideration (see [36] for details).

As with the electron method, the away-jet is required to have a tag to enhance

the b-content of the muon-jet.

The Monte Carlo sample is the same one used for the electron method, except

that now we require a muon that passes the same analysis cuts as the data.

Figure 3.20 shows a comparison of quantities between data and Monte Carlo. All

agree except for the number of good tracks, which is the primary reason there is a

scale factor.
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Figure 3.20: Comparison of quantities between data and HERWIG Monte Carlo in
the 8-GeV muon sample. Taken from [36].

Muon pRELT Fits

The muon method takes the light flavor composition of the sample into account

by performing fits to the transverse momentum of the muon relative to the jet axis.

The b content is then analyzed for both tagged and untagged jets, and hence the

efficiency can be determined in both the data and the Monte Carlo, which then gives

the scale factor (SF).

The only two species considered in these fits is b versus non-b. The templates used

are shown in Figure 3.21. The various non-b templates are used separately, and then

a systematic uncertainty is assigned to cover the spread. The non-b models are
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• Monte Carlo light flavor jets.

• Monte Carlo charm jets.

• Data with Npass1 = 0.

• Data with muon matching variables reversed (anti-matched).

The major systematic associated with this method is the ET dependence of the

templates. Figure 3.22 shows the difference in the b-templates as a function of ET .

Thus, the fits are binned in ET and the spread is assigned as a systematic uncertainty.

Figure 3.21: prelT templates for b-jets (downward arrow) and non-b-jets (other distri-
butions), for the muon method of determining the Scale Factor. The various non-b-
templates are taken from c-jets in Monte Carlo, udsg-jets in Monte Carlo, data with
Npass1 = 0, and data with muon matching variables reversed. Taken from [36].

Scale Factor Results

To determine the scale factor, the efficiency is calculated by taking the fit number

of b-jets in the tagged sample (Figure 3.23, right plot), and dividing it by the fit

number of b-jets in the pretagged sample (Figure 3.23, left plot).



Chapter 3: Heavy Flavor Tagging 130

Figure 3.22: ET dependence of prelT distribution for b-jets in Monte Carlo. Each
distribution is taken from a separate bin of jet ET . Taken from [36].

Figure 3.23 shows the fit results for the entire ET range. The scale factor derived

is

SF = 0.915± 0.017(stat)± 0.018(syst) (3.18)

Figure 3.23: Final prelT fits to muon data to determine scale factor using muon method.
The left side is the pretagged sample. The right side is the tagged sample. Both b
and non-b contributions are shown, along with the total amount of data. There is
almost zero non-b component in the tagged sample. Taken from [36].
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Systematic Uncertainties

There are also several systematics that must be applied to the muon method.

They are

• Monte Carlo template statistics.

• Changes in the non-b template model.

• Jet direction uncertainties.

• Jet energy scale uncertainties.

• Biases in vertex mass when the jet is tagged versus untagged.

• Semileptonic decay bias.

• Trigger bias of muon.

• Fake muons in real b-jets.

• Number of tracks per jet dependence.

• Jet ET dependence

• Jet η dependence

Table 3.8 shows the size of the systematics associated with these effects. See

Ref [36] for full discussion of the systematic uncertainties.



Chapter 3: Heavy Flavor Tagging 132

PT > 8 GeV
z0 < 60 cm
|ze − zevent0 | < 5 cm
CMU stub |δx| < 3 cm
CMP stub |δx| < 5 cm
SVX layers requirement Must pass through all layers

(no hit requirement)
δRjet < 0.4 from fiducial, 15 GeV (corrected),

central cone-0.4 jet.
Isolation > 0.1

15 GeV (corrected) a-jet with |η| < 1.5,
opposite in phi (δφ > 2.0).

Table 3.7: Cuts on the 8 GeV muon sample. The muon chosen is the highest ET

muon passing all cuts, the muon jet is the closest passing jet to the muon, and the
away jet is the highest energy jet in the allowed (η, φ) region. Taken from [36].

Source Relative Error (%)
Tight Loose

Template statistics 0.6 0.5
MC tag efficiency 0.4 0.4

Non-b template model 2.0 1.8
Jet direction 1.4 2.2

Jet energy scale 1.9 1.5
Template tag bias 0.7 0.9
b→ µ momentum 0.7 0.5

b→ c→ µ 0.3 0.3
Semileptonic BR 0.2 0.2

Subtotal 3.3 3.5
b decay multiplicity 2.0 0.8
ET dependence 5.0 5.0
η dependence 1.2 3.1

Total 6.4 6.9

Table 3.8: Sources of systematic error in our measurements of (SF ) for Winter 2004
and 2005 conferences.
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Results

When applying the procedure for the muon method, the scale factor is determined

to be

SF = 0.915± 0.060 (3.19)

3.4.3 Scale Factor Combination

The combination of the two scale factor measurements has been performed by

minimizing a generalized likelihood. This requires the determination of the correlation

between the two scale factor measurements [37].

The systematics that are taken to be correlated are the jet energy scale systematic,

the semileptonic decay systematic, jet η dependence, and the jet energy scale.

Combining these two methods yields a result of

SF = 0.909± 0.060 (3.20)

Table 3.9 shows the combination of the two scale factor measurements.

Electron Muon
SF 0.890± 0.072 0.915± 0.060

Correlation 0.592
Weight 0.242 0.758

Combined stat error 0.015
Combined syst error 0.058

Combined SF 0.909± 0.060

Table 3.9: Combination of electron and muon methods for scale factor determination.
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3.5 Measurement of Mistag Rate

Any tag on a jet that does not contain heavy flavor is referred to as a fake tag or

mistag. These can come from several sources.

Firstly, there are tags that are due to tracking resolution. That is, any given

track has a probability to be displaced simply due to the Gaussian nature of its error

ellipse. When several tracks randomly have large displacement significances, they can

combine to form a mistag. These mistags can be mitigated by selecting good-quality

vertices with large displacements.

Secondly, there are tags from long-lived light-flavor jets such as K s
0 and Λ. These

can be mitigated to some extent by requiring tags to fall outside their mass window.

Finally, there are tags due to material interactions and conversions on the beampipe

and inner silicon detector. These can be mitigated by disallowing two-track vertices

within the detector material.

Although the mistags can be mitigated in some sense, no method is 100% effective,

and so we must measure the residual mistag rate and apply it to data. The strategy

for doing this is to use the negative tag rate (which gives the mistags due to resolution

of the detector), and correct for the (positive L2D) long-lived light flavor like Ks
0 , Λ,

conversions and material interactions.

It is convenient to make an additional definition at this point. We define a tag-

gable jet as a jet with at least two tracks that are considered “good” by the SecVtx

algorithm, as defined in Section 3.3. We then consider tag rates with taggable jets

as the denominator in order to account for run-dependent considerations such as

non-uniform coverage over time and luminosity differences.
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3.5.1 Data Samples and Prescription

We use di-jet data triggered by one jet with Level 2 ET thresholds of 20, 50, 70,

and 100 GeV as a sample depleted in heavy flavor. We refer to these samples as

JET20,50,70,100. Data that is triggered by requiring at least 4 jets and
∑
ET is

used for various cross-checks of the method. This sample is referred to as the
∑
ET

sample.

3.5.2 Tag Rates in Di-jet Samples

Table 3.10 shows the comparison of the rates of obtaining a taggable jet, a positive,

and a negative tag in jet data in 4.11.2 versus 5.3.3 nt, for the different triggers

involved.

3.5.3 Tag Matrices

The tag matrices for the tagger outlined in Section 3.3 were measured in the

same way as in Ref [38] and Ref [39]. Tagged, mistagged, and taggable jets in the

JET20,50,70,100 samples are counted in bins of ET , number of good tracks, jet η, jet

φ, and
∑
ET of the event. Table 3.11 shows the binning of the tag matrices.

As in Ref [38], we calculate the positive and negative tag rates:

ri+ ≡ #tagged jets with L2D > 0 in bin i

#taggable jets in bin i
(3.21)

ri− ≡ #tagged jets with L2D < 0 in bin i

#taggable jets in bin i
(3.22)

L2Dis the distance in the plane transverse to the beam, along or against the direction
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Fiducial Rates (%) 5.3.3 nt Tight 4.11.2 Tight
Jet20

Taggability Rate 45.913± 0.017 43.233 ± 0.014
Pos. Tag Rate 0.760 ± 0.003 0.690 ± 0.002
Neg. Tag Rate 0.143 ± 0.001 0.148 ± 0.001

Jet50
Taggability Rate 57.367± 0.021 49.272 ± 0.022
Pos. Tag Rate 1.720 ± 0.006 1.307 ± 0.005
Neg. Tag Rate 0.478 ± 0.003 0.362 ± 0.003

Jet70
Taggability Rate 60.993± 0.030 52.924 ± 0.032
Pos. Tag Rate 2.191 ± 0.010 1.608 ± 0.009
Neg. Tag Rate 0.692 ± 0.005 0.507 ± 0.004

Jet100
Taggability Rate 63.462± 0.027 55.832 ± 0.029
Pos. Tag Rate 2.672 ± 0.014 1.928 ± 0.011
Neg. Tag Rate 0.945 ± 0.005 0.681 ± 0.005∑

ET

Taggability Rate 57.537± 0.014 49.684 ± 0.023
Pos. Tag Rate 1.808 ± 0.004 1.372 ± 0.008
Neg. Tag Rate 0.463 ± 0.002 0.355 ± 0.004

Table 3.10: Fiducial tag rate comparison between SecVtx in 4.11.2 and 5.3.3 nt.

of the jet, from the reference point of the highest
∑
pT primary vertex. A jet is

taggable if it satisfies the following requirements:

• uncorrected ET > 10GeV

• |η| < 2.4

• Ngood
trk ≥ 2

The
∑
ET of the event needs some explanation. We define

∑
ET =

Njets∑

i=1

Ejet−i
T (3.23)
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Bin ET (GeV) Track
∑
ET (GeV) abs(η) φ (rad)

Multiplicity
1 0 2 0 0 −π/12
2 15 3 80 0.4 3π/12
3 22 4 140 0.8 7π/12
4 30 5 > 220 1.1(< 2.4) 11π/12
5 40 6 15π/12
6 60 7 19π/12
7 90 8 23π/12
8 > 130 10
9 ≥ 13

Table 3.11: Tag rate matrix variables and bin boundaries. The numbers shown are
the lower bin boundaries, except for the last bin in η and φ where we also show the
upper bound. The last bin in ET , track multiplicity and

∑
ETquantities do not have

upper limits.

where ET is the uncorrected jet transverse energy, η is the jet pseudorapidity, cor-

rected for the interaction point, and Njets is the number of jets with ET > 10GeV

and jet |η| < 2.4.

3.5.4 Cross Checks

We perform cross checks on the tag matrix, in these categories:

1. Self-consistency: A matrix is created using only even numbered events, and

the predicted tag rates are compared to the observed rates in odd numbered

events. (This division the data into statistically independent samples is merely

a sanity check of the code rather than a test of the matrix.)

2. Predictivity: The even numbered matrix is used to predict rates versus vari-

ables that are not part of the matrix in odd numbered events.
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3. Sample dependence: A matrix is created using events collected by different

triggers, and its predictions are tested in events from other triggers.

Both the total tag rates, R+ and R−, and the tag rates as a function of physical

quantities are used to judge how well the matrix predicts the observed data. The

positive tag rate for jets in bin k of some distribution, such as the distribution of

z-positions of the primary vertices, is given by

rk+ =

∑Nk
jet

j=0 R
bin(EjT ,N

j
trk,

∑
EjT ,η

j ,φj)
+

Nk
jet

, (3.24)

3.5.5 Cross Check: Self-Consistency

We create a matrix from the even event numbers in the jet samples, and use it to

predict the odd events in the same sample. This allows us to validate our code.

Figure 3.24 shows an example of the “even-odd” cross check on one of the matrix

variables (number of good tracks) for the tight tagger. All of our distributions agree

perfectly, and we conclude that our matrix is self-consistent.

3.5.6 Cross Check: Sample Dependence

We test the matrices’ tag rate predictions in events coming from different triggers.

We run the tag matrix on the following samples:

• SUMET

• JET20

• JET50
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• JET70

• JET100

The tag matrices used in the sample dependence study for the SUMET sample are based

on the full sample of all jet data. However, using the matrix to predict variables in

the same datasets used to create the matrix (JET20/50/70/100) are based on the

even numbered events, and applied to the odd numbered events to have statistically

independent samples.

There is a discrepancy in the average observed and predicted tag rates due to

a different heavy flavor composition in the SUMET sample (see Table 3.12, line 6 for

both positive and negative tags) This discrepancy is taken as a systematic uncertainty

(5%).

Figure 3.25 shows the results of the cross checks on the
∑
ET dataset for the

SecVtx tagger for the number of good tracks distribution. This shows the worst

agreement over all variables, but it is not a problem because the average total number

of tracks in the event is roughly the same for all the datasets.

A summary of all subsample cross checks are shown in Table 3.12.

3.5.7 Cross Check: Predictivity

The matrix we created from even-numbered events is next used to predict the tag

rate as a function of variables that are not in the matrix. We check the following

variables:

• Number of z vertices in the event
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• PrimeVtx z

• Run number

• Luminosity

• Number of jets

• PrimeVtx x error

• PrimeVtx y error

• Number of tracks

See Ref [38] for a full explanation of our choice of variables to examine and for

figures of all the cross checks. We see good predictivity in all variables, except for

rates at much higher luminosity (luminosity and total number of tracks). In those

rates, the matrix does not accurately predict the luminosity behavior. Figure 3.26

shows the observed and predicted distributions of the tag rates versus luminosity in

JET20/50/70/100, and Figure 3.27 shows the observed and predicted distributions

of the tag rates versus total number of tracks in the event for the SUMET sample.

These distributions are the only ones that do not match very well. Any sample that

has a very different underlying luminosity and/or number of total tracks will cause a

bias in this prediction. However, in our case, since the luminosity used to make the

matrix is very close to the luminosity for the analysis, it is safe to use this matrix with

respect to luminosity differences. Also, since the average number of total tracks is

very similar in the jet data and the W+jets data, it is also safe to use this matrix for
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that dataset. Therefore, this matrix will accurately predict the number of negative

tags in the signal sample.
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Figure 3.24: Observed (full squares) and pre-
dicted (open circles) tag rates versus Jet Ngood,
for all jet data cross checks where the ”even”
matrix is applied to the odd events of all jet
data for the SecVtx tagger. The top plot is for
positive tags, and the bottom plot is for nega-
tive tags.
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Figure 3.25: Observed (full squares) and pre-
dicted (open circles) tag rates versus Jet Ngood,
for
∑
ET data cross check where the full ma-

trix is applied to all events of the
∑
ET sample.

The top plot is for positive tags, and the bot-
tom plot is for negative tags.
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Figure 3.26: Observed (full squares) and pre-
dicted (open circles) tag rates versus instanta-
neous luminosity, for all jet data cross checks
where the ”even” matrix is applied to the odd
events of all jet data for the SecVtx tagger.
The top plot is for positive tags, and the bot-
tom plot is for negative tags.
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Figure 3.27: Observed (full squares) and pre-
dicted (open circles) tag rates versus number of
tracks in the event, for

∑
ET data cross check

where the full matrix is applied to all events of
the

∑
ET sample. The top plot is for positive

tags, and the bottom plot is for negative tags.
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3.5.8 Cross Check: Checking
∑

ET

The matrix we currently use is sensitive to the total number of jets in the event

(via the
∑
ET variable). If a jet is gained or lost, the matrix will predict a different

tag rate. Since the jet clustering algorithm and Monte Carlo simulation of the jet

energy scale are imperfect, it is possible to gain or lose a jet in our signal sample,

affecting the tag rates. It is thus necessary to obtain a systematic based on this effect.

To estimate this systematic, we scale the
∑
ET of the event up and down by the

average jet energy, and examine the observed and predicted rates. Table 3.12 shows

the results of this cross-check.

The maximum difference we see in the tag rates for when we scale the event
∑
ET

is 6%, which would give us a systematic of 3% if we take half the difference. However,

to be maximally conservative, we assign the same systematic as for the publication

in [40] (4%).

3.5.9 Cross Check: Trigger Jet Bias

We have evaluated the systematic due to the fact that we use a triggered jet

sample for our tag matrices. We have examined both “trigger” jets (i.e. the case

where we look at the predicted and observed rates in the jet closest to the Level 2

calorimeter cluster that fired the jet trigger), and “non-trigger” jets (i.e. the case

where we exclude the jet closest to the Level 2 trigger cluster).

We see a trigger jet bias of roughly 4% for the SecVtx tagger, and 3% for the loose

tagger. The results are shown along with the rest of the cross checks in Table 3.12.
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Check Pos Obs Pos Pred Pos Ratio
Even-Odd, All Jet Data 0.027991 ± 0.00005 0.02798 ± 0.00005 1.000 ± 0.003
Even-Odd, JET20 0.01656 ± 0.00007 0.01691 ± 0.00006 0.979 ± 0.005
Even-Odd, JET50 0.02998 ± 0.00010 0.03009 ± 0.00008 0.996 ± 0.004
Even-Odd, JET70 0.03592 ± 0.00015 0.03561 ± 0.00009 1.009 ± 0.005
Even-Odd, JET100 0.04211 ± 0.00014 0.04137 ± 0.00015 1.018 ± 0.005∑
ET Sample 0.03143 ± 0.00007 0.02999 ± 0.00007 1.048 ± 0.003∑
ET Sample, Scale

∑
ET ↓ 0.03143 ± 0.00007 0.02999 ± 0.00007 1.048 ± 0.003∑

ET Sample, Scale
∑
ET ↑ 0.03143 ± 0.00007 0.03072 ± 0.00009 1.023 ± 0.004

Trigger Jets 0.02721 ± 0.00008 0.02811 ± 0.00006 0.968 ± 0.004
Non-Trigger Jets 0.02861 ± 0.00007 0.02798 ± 0.00006 1.023 ± 0.003
Check Neg Obs Neg Pred Neg Ratio
Even-Odd, All Jet Data 0.00799 ± 0.00003 0.00793 ± 0.00003 1.008 ± 0.005
Even-Odd, JET20 0.00312 ± 0.00003 0.00322 ± 0.00003 0.968 ± 0.013
Even-Odd, JET50 0.00833 ± 0.00005 0.00827 ± 0.00005 1.007 ± 0.009
Even-Odd, JET70 0.01134 ± 0.00008 0.01117 ± 0.00008 1.016 ± 0.011
Even-Odd, JET100 0.01490 ± 0.00009 0.01460 ± 0.00009 1.020 ± 0.008∑
ET Sample 0.00804 ± 0.00003 0.00821 ± 0.00004 0.980 ± 0.006∑
ET Sample, Scale

∑
ET ↓ 0.00804 ± 0.00003 0.00821 ± 0.00004 0.980 ± 0.006∑

ET Sample, Scale
∑
ET ↑ 0.00804 ± 0.00003 0.00855 ± 0.00005 0.940 ± 0.007

Trigger Jets 0.00796 ± 0.00004 0.00811 ± 0.00004 0.982 ± 0.007
Non-Trigger Jets 0.00804 ± 0.00004 0.00784 ± 0.00004 1.026 ± 0.007

Table 3.12: Cross checks for tag matrices
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3.5.10 Light Flavor Asymmetry

Due to the fact that we use the negative tag rate parameterization to estimate the

mistags of SecVtx(which only accounts for the tags due to resolution), it is necessary

to make corrections to the prediction to accurately model all light flavor tags. There

are tags due to conversions and nuclear interactions and long lived light flavor hadrons

like Λ and Ks
0 . These types of tags will not be taken into account when using only

the negative tag parameterization to estimate the light flavor tags.

The mistag matrix returns the quantity

R− =
N−
LF +N−

HF

Npre
LF +Npre

HF

(3.25)

In order to remove the heavy flavor from this expression, we derive two quantities,

α =
N+
LF

N−
LF +N−

HF

(3.26)

β =
Npre
LF +Npre

HF

Npre
LF

(3.27)

(3.28)

The first is the ratio of positive light flavor tags to all negative tags, and the second

is the ratio of all pretags to light flavor pretags.

The product R−αβ gives the ratio

R−αβ =
N−
LF

Npre
LF

(3.29)

which is the quantity we are interested in. The remaining problem is to determine

the quantities N±
LF , N

±
HF , N

pre
LF , and N

pre
HF .

To do this, we fit the cτ distribution of tags in the various dijet data using tem-

plates from the corresponding Monte Carlo sample. The templates for for each are



Chapter 3: Heavy Flavor Tagging 147

quite different, and there is discriminating power available in this information. Fig-

ures 3.28(a)-3.28(d) show the templates and fits for the b, c, and light flavor hadrons,

in JET20,50,70, and 100 data and Monte Carlo. We then parameterize the mistag

asymmetry as a function of the
∑
ET of the sample, as is done in the mistag matrix

above. The correction is then applied jet-by-jet. Figure 3.29 shows the correction

versus the
∑
ET of the jet samples.

We assign an 18% systematic on this procedure. This is obtained by varying

the heavy flavor content of the negative tags by a factor of 2 in each direction and

examining the variation on the fit.
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(a) cτ fits for JET20.
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(c) cτ fits for JET70.
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Figure 3.28: cτ fits for light flavor asymmetry. Blue is for b-jets, green is for c-jets,
and red is for udsg-jets. Templates are derived from PYTHIA Monte Carlo.
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∑
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axis is the number of jets, while the right hand axis is the mistag correction αβ.
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3.5.11 Systematic Uncertainties

The systematic uncertainties were estimated from the following sources:

• ∑ET uncertainty: Estimated as half of the difference between the matrix

prediction and observation when we scale the
∑
ET up and down by the average

jet energy in the event.

• Sample bias: Obtained by applying the matrix to the
∑
ET sample.

• Trigger bias: Obtained by applying the matrix to only trigger and only non-

trigger jets in the jet samples.

• Light flavor asymmetry: This is obtained by changing the heavy flavor con-

tent in the negative tails of our cτ fits by a factor of two.

Table 3.12 summarizes the results of the cross checks.

Wherever the systematic effects in positive and negative tags disagree, we apply

the larger systematic to both to be maximally conservative.

The systematic uncertainties are summarized in Table 3.13. We obtain 20% overall

systematic for the negative tag rates.

Systematic Tight Loose
Sample bias 5% 4%∑
Ejets
T uncertainty 4% 4%

Trigger jet bias 4% 3%
Light flavor asymmetry 18% 18%
Total 20% 20%

Table 3.13: Systematic uncertainties assign to the tag rate matrix.
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3.5.12 Summary

Table 3.12 shows the results of all the cross checks of the tag matrices. The

maximum differences observed are the application of the matrix to the SUMET sample,

and when the
∑
ET of the event is scaled up and down by the average jet energy.

The discrepancies shown in this table are included in the systematic uncertainties.

The light flavor asymmetry is also measured as a function of the event
∑
ET . The

variation of the light flavor asymmetry is the dominant systematic uncertainty for the

mistag estimate. The summary of systematic uncertainties is shown in Table 3.13.

3.6 Overall Efficiency and Negative Tag Rates

The overall efficiency to tag a fiducial b-jet in tt events is about 44%. The overall

negative tag rate for jets in tt signal data is about 0.5%. Figures 3.30(a) and 3.30(b)

show the SecVtx efficiency times scale factor in tt events versus jet ET and η, respec-

tively. Figures 3.30(c) and 3.30(d) show the SecVtx negative tag rates versus jet ET

and η, respectively (with no light flavor asymmetry corrections). Both the tight and

loose versions of SecVtx are shown, although only the tight version (blue) is used in

this analysis. The error bands for the efficiency are for the b-tagging data-to-Monte

Carlo scale factor (SF ). The jet ET dependence of the errors is shown correctly. The

error bands for the negative tag rate are the errors on the negative tag matrix only

(not including light flavor asymmetry corrections or errors).

The efficiency rises as a function of jet ET , and then eventually falls back off.

This is because we have made cuts on the maximum vertex radius allowed, and
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have disallowed vertices with 2-tracks to be within material regions. This effects the

efficiency at high ET because the b-hadrons are more boosted, and hence have a higher

probability of reaching the material region. The efficiency is flat versus η for η < 1.0,

and then falls off due to reduced COT coverage for high η.

The negative tag rates also rise as a function of jet ET . However, because we

only plot negative tags due to resolution, it does not have the same drop-off as

the efficiency. Thus, the negative tag rate essentially plateaus at around 100 GeV.

The negative tag rates also increase with jet η, and then fall off as silicon coverage

decreases. The initial increase is due to the fact that as jet η increases, the tracks

in the jet pass through more and more material, and the tracking algorithm becomes

steadily worse due to multiple scattering. The result is an increase in the fake rate in

that case.
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Figure 3.30: Summary plots for SecVtx tagger. The tight tagger (used in this analysis) is in blue, while the loose tagger
is in red. The bands are systematic uncertainties.
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Measurement of tt Pair Production

Cross Section

4.1 Analysis Overview

This analysis uses the decay chain

pp→ tt→ W+bW−b̄→ `νbbqq (4.1)

(where l = e, µ) to measure the tt production cross section. We are thus looking for

the experimental signature of

pp→ `+ ET/ + ≥ 3 jets (4.2)

where l is a muon or electron, ET/ is the missing ET of the event, and at least one jet

is tagged by SecVtx to contain heavy flavor. We require at least two jets are tagged

for the double-tagged cross section measurement.

154
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Because other physics processes mimic this signature, it is only possible to extract

the tt cross section statistically. To do this, we measure (at the simplest level)

σtt =
Nobs − N̂bkg

BR(W± → `ν + qq) · A · ε ·
∫
Ldt (4.3)

where BR(W± → `ν + qq) is the branching ratio for the lepton plus jets channel

using electrons and muons (24/81 theoretically, 29.2 ± 1.5 % experimentally, from

Ref [6]), A is the geometrical acceptance, ε is the event efficiency, and
∫
Ldt is the

integrated luminosity. There is additional acceptance from τ sequential decays from

tt that leak into our acceptance. That is modeled by selecting all events in tt Monte

Carlo that pass our event selection.

We do not directly use Monte Carlo estimates of efficiencies because the overall

simulation is not 100% accurate. Therefore, in order to estimate our acceptance, event

selection efficiency, and b-tagging efficiency, it is necessary to use data-to-Monte Carlo

scale factors. The scale factors we use are for the lepton identification and b-tagging,

as well as for the jet energy scale. We measure the efficiencies for our event selection

and b-tagging in the Monte Carlo, and then correct for the data expectation using

externally measured scale factors.

The backgrounds that mimic the `ET/ jjbX signature are

• W+ Jets. This background consists of a realW boson produced in association

with either quarks (from flavor excitation) or gluons. The gluon can split into

a pair of heavy flavor quarks, producing W + heavy flavor events. Alterna-

tively, the gluon or initial quark can hadronize into a jet which is mistagged,

producing W+ light flavor mistag events. Figures 4.1(a) and 4.1(c) show the
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Feynman diagrams for W+ jets production with heavy flavor and light flavor

tags, respectively.

• Non-W QCD Production. This background arises when the event does not

contain a real W boson. This can occur in two ways. The first is when a heavy

flavor hadron decays semileptonically, and the resulting lepton and missing ET

pass the event selection. The second is when ordinary multijet QCD production

produces a fake lepton plus missing ET due to mis-measured jets. These two

processes are shown in Figures 4.1(d) and 4.1(e), respectively.

• Electroweak Boson Production. These backgrounds occur when vector

bosons are created in pairs, WW, WZ or ZZ. The WW background has two

real W bosons. One can decay leptonically, and the other hadronically. The

hadronic W daughters can then produce a b-tag. Similarly, the WZ background

can have the W decay leptonically, while the Z can decay into heavy flavor

quarks. The ZZ background can mimic the experimental signature if one Z

decays leptonically and one leg is mis-reconstructed (faking a W boson) and

the other decays into heavy flavor quarks. Also, it is possible for Z → ττ to

fake this signature because one τ can fake the W signature while the other τ is

tagged. Figure 4.1(f) shows the diboson production for WW (WZ and ZZ are

very similar).

• Single Top Production. Although this process contains real top quarks, it is

a background to top pair production. If the W from the top decays leptonically,

this process can mimic the experimental signature of pair production. Fig-
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ure 4.1(g) shows the t-channel production of single top. There is an analogous

s-channel diagram as well.

We present both an optimized and an unoptimized version of the analysis. The

optimized version has additional kinematic cuts to improve signal to background.

Some of the estimates of background levels above depend on the amount of tt

estimated to be in the signal. Particularly, the W+jets background estimates (both

W+heavy flavor and W+light flavor) depend on the amount of tt present in the pretag

sample. Similarly, the way we estimate the Non-W background (to be discussed

below) also depends on the amount of tt in the pretag sample. Thus, in order to take

this into account, we assume a cross section of 6.1 pb (the theoretical prediction for

mtop = 178 GeV/c2), and measure the cross section. The measured cross section is

then input back into the background estimate, and the cross section is remeasured.

The process is repeated until the results are stable to < 1%. We refer to this as the

“iteration” procedure.
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4.2 Data Sample and Event Selection

The data sample1 is the 318 pb−1 collected until the September 2004 shutdown,

covering runs 138425 (Feb 4, 2002) - 186598 (Aug 22, 2004), excluding the COT

compromised data (runs 179057-182842). We use DQMGood Run List v7.0, including

requirements on good silicon data, and ignoring CMX bits for runs before 150145.

The integrated luminosity for this period is 318.5 ± 19.1 for CEM and CMUP, and

305.2 ± 18.3 for CMX, where a 1.9% correction has been applied. (See Chapter 2.2

for definitions of CEM, CMUP, and CMX detector elements).

We use datasets bhel0d (high pT central electron triggered dataset) and bhmu0d

(high pT central muon triggered dataset) for the signal data for electrons and muons,

respectively.

We require

• Jets ET > 15 GeV and |ηdetector| < 1.0, clustered with JetClu with a cone of 0.4,

corrected to Level 4 with jet corrections version jetCorr04b (See Section 2.2.1

for details).

• One tight, isolated trigger lepton, with |η| < 1.0

• ET/ > 20.0 GeV (corrected to Level 4)

• Veto dileptons, Z bosons, conversions, cosmic rays

• |∆zlepton−zvtx| < 5.0 cm

1See Glossary for jargon definitions.
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• zvtx found with ZVertexModule using the beamline as seed. The highest pT

z-vertex within 5.0 cm is selected.

• ≥ 1 or ≥ 2 positive tight SecVtx tags.

• Signal region defined as: ≥ 3 jets with ET > 15 GeV (corrected at Level 4) and

|ηdetector| < 2.0

Event yields are shown in Table 4.1. We then divide the sample into pretags, ≥ 1

tag, and ≥ 2 tags based on SecVtx. The breakdown of events in the data sample

are given in Table 4.2. (See Table 4.3 for a description of all entries in this table).

Figure 4.2 shows the missing ET , the δZ between the lepton and the primary vertex,

the leptonic W transverse mass (MW
T ), and the scalar sum of transverse energies in

the event (HT ). Section 4.2.1 outlines the specific lepton selection.
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Data
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

CEM
Pretag 17648 2846 469 115 19
≥ 1+ Tag 249 142 59 39 8
≥ 2+ Tag 0 10 11 7 1
≥ 1− Tag 62 24 8 3 1
≥ 1 +− Tag 0 1 2 1 1
≥ 2− Tag 0 0 0 0 0

CMUP
Pretag 8514 1263 202 46 11
≥ 1+ Tag 110 66 25 18 7
≥ 2+ Tag 0 5 5 6 2
≥ 1− Tag 27 12 2 1 0
≥ 1 +− Tag 0 0 0 0 0
≥ 2− Tag 0 0 0 0 0

CMX
Pretag 4466 682 98 18 6
≥ 1+ Tag 73 34 11 6 4
≥ 2+ Tag 0 0 1 3 0
≥ 1− Tag 11 7 1 0 0
≥ 1 +− Tag 0 0 0 0 0
≥ 2− Tag 0 0 0 0 0

Total
Pretag 30628 4791 769 179 36
≥ 1 Tag 432 242 95 63 19
≥ 2 Tag 0 15 17 16 3
≥ 1− Tag 100 43 11 4 1
≥ 1 +− Tag 0 1 2 1 1
≥ 2− Tag 0 0 0 0 0

Table 4.1: Events Yields for 318.5pb−1, for the unoptimized analysis.
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Channel 0-jet 1-jet 2-jet 3-jet 4-jet ≥5-jet Total
CEM

Stage 0 INITIAL 557801 313245 230088 31576 4707 703 1138120
Stage 1 GOODRUN 557801 313245 230088 31576 4707 703 1138120
Stage 2 TRIGGER 286581 214598 184723 23046 3290 468 712706
Stage 3 ≥1TLEP 286581 210845 183236 22700 3229 455 707046
Stage 4 MET 179837 26552 7593 1868 392 87 216329
Stage 5 ISO 179837 18696 3159 549 130 23 202394
Stage 6 !DILEP 179701 18569 3101 527 128 22 202048
Stage 7 !Z 177993 17653 2848 469 115 20 199098
Stage 8 !CONV 177993 17653 2848 469 115 20 199098
Stage 9 !DIFFZ 177843 17648 2846 469 115 19 198940
Stage 10 KIN VETOS 0 17448 2780 197 95 18 20538
Stage 11 SI GOOD 0 17448 2780 197 95 18 20538
Stage 12 TAGGABLE 0 11643 2423 186 93 18 14363
Stage 13 ≥1+BTAG 0 246 137 40 34 8 465
Stage 14 ≥2+BTAG 0 0 10 10 6 1 27
Stage 15 ≥1-BTAG 0 61 23 4 3 1 92
Stage 16 ≥1+-BTAG 0 0 1 1 1 1 4
Stage 17 ≥2-BTAG 0 0 0 0 0 0 0
Stage 18 LTAGGABLE 0 12029 2455 187 93 18 14782
Stage 19 ≥1+LTAG 0 442 204 52 41 12 751
Stage 20 ≥2+LTAG 0 0 20 16 11 2 49
Stage 21 ≥1-LTAG 0 137 71 11 9 2 230
Stage 22 ≥1+-LTAG 0 0 3 3 3 2 11
Stage 23 ≥2-LTAG 0 0 0 0 0 0 0

CMUP
Stage 0 INITIAL 557801 313245 230088 31576 4707 703 1138120
Stage 1 GOODRUN 557801 313245 230088 31576 4707 703 1138120
Stage 2 TRIGGER 150614 45689 15701 3013 485 85 215587
Stage 3 ≥1TLEP 150267 45471 15520 2966 468 81 214773
Stage 4 MET 111651 21748 8174 1896 308 58 143835
Stage 5 ISO 106975 9548 1419 230 49 12 118233
Stage 6 !DILEP 103508 9115 1348 212 48 12 114243
Stage 7 !Z 99009 8630 1280 207 46 11 109183
Stage 8 !COSMIC 93507 8612 1277 207 46 11 103660
Stage 9 !DIFFZ 91131 8514 1263 202 46 11 101167
Stage 10 KIN VETOS 0 8383 1219 86 34 10 9732
Stage 11 SI GOOD 0 8383 1219 86 34 10 9732
Stage 12 TAGGABLE 0 5481 1044 85 33 9 6652
Stage 13 ≥1+BTAG 0 108 61 14 18 6 207
Stage 14 ≥2+BTAG 0 0 5 4 6 2 17
Stage 15 ≥1-BTAG 0 25 10 2 1 0 38
Stage 16 ≥1+-BTAG 0 0 0 0 0 0 0
Stage 17 ≥2-BTAG 0 0 0 0 0 0 0
Stage 18 LTAGGABLE 0 5660 1057 85 33 9 6844
Stage 19 ≥1+LTAG 0 174 90 18 23 7 312
Stage 20 ≥2+LTAG 0 0 10 5 10 2 27
Stage 21 ≥1-LTAG 0 56 30 4 1 0 91
Stage 22 ≥1+-LTAG 0 0 1 0 0 0 1
Stage 23 ≥2-LTAG 0 0 1 1 0 0 2

CMX
Stage 0 INITIAL 557801 313245 230088 31576 4707 703 1138120
Stage 1 GOODRUN 536748 302000 221601 30391 4540 684 1095964
Stage 2 TRIGGER 92725 28998 10548 1989 296 51 134607
Stage 3 ≥1TLEP 91042 28253 10140 1918 281 50 131684
Stage 4 MET 65140 13331 5116 1119 178 30 84914
Stage 5 ISO 61929 5107 790 117 21 6 67970
Stage 6 !DILEP 60352 4885 741 106 19 6 66109
Stage 7 !Z 58218 4659 710 104 18 6 63715
Stage 8 !COSMIC 57566 4655 710 103 18 6 63058
Stage 9 !DIFFZ 52061 4466 682 98 18 6 57331
Stage 10 KIN VETOS 0 4452 677 41 13 6 5189
Stage 11 SI GOOD 0 4452 677 41 13 6 5189
Stage 12 TAGGABLE 0 2985 581 37 13 6 3622
Stage 13 ≥1+BTAG 0 73 34 8 6 4 125
Stage 14 ≥2+BTAG 0 0 0 1 3 0 4
Stage 15 ≥1-BTAG 0 11 7 0 0 0 18
Stage 16 ≥1+-BTAG 0 0 0 0 0 0 0
Stage 17 ≥2-BTAG 0 0 0 0 0 0 0
Stage 18 LTAGGABLE 0 3076 591 38 13 6 3724
Stage 19 ≥1+LTAG 0 106 52 10 7 4 179
Stage 20 ≥2+LTAG 0 0 0 2 4 2 8
Stage 21 ≥1-LTAG 0 32 16 1 0 0 49
Stage 22 ≥1+-LTAG 0 0 2 0 0 0 2
Stage 23 ≥2-LTAG 0 0 0 0 0 0 0

Table 4.2: Event counts at each successive stage for the data sample. Note that the
conversion veto is already applied in the tight lepton definition.
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Cut Description
Stage 0 INITIAL Initial stage of event selection.
Stage 1a GOODRUN Requirement of Good Run List without

silicon detector requirement (data only).
Stage 1b OBSV Requirement that event lie

within |z0| < 60 cm (MC only)
Stage 2 TRIGGER Requirement that events pass trigger (data only).
Stage 3 ≥1TLEP At least one tight lepton.
Stage 4 MET ET/ > 20 GeV
Stage 5 ISO iso < 0.1
Stage 6 !DILEP Dilepton veto. Require exactly one tight lepton.
Stage 7 !Z Z-veto. Veto any event that has a

lepton + track or lepton + jet forming the Z-mass.
Stage 8a !CONV Conversion veto (electrons only).
Stage 8b !COSMIC Cosmic veto (muons only).
Stage 9 !DIFFZ |zlep − zvtx| < 3 cm
Stage 10 KIN VETOS HT > 200 GeV and MW

T > 20 GeV/c2.
Stage 11 SI GOOD Requirement of Good Run List with

silicon detector requirement (data only).
Stage 12 TAGGABLE At least one jet taggable by tight SecVtx.
Stage 13 ≥1+BTAG At least one jet tagged by tight SecVtx.
Stage 14 ≥2+BTAG At least two jets tagged by tight SecVtx.
Stage 15 ≥1-BTAG At least two jets negative tagged by tight SecVtx.
Stage 16 ≥1+-BTAG At least one jet tagged

and one jet negative tagged by tight SecVtx.
Stage 17 ≥2-BTAG At least two jets negative tagged by tight SecVtx.
Stage 18 LTAGGABLE At least one jet taggable by loose SecVtx.
Stage 19 ≥1+LTAG At least one jet tagged by loose SecVtx.
Stage 20 ≥2+LTAG At least two jets tagged by loose SecVtx.
Stage 21 ≥1-LTAG At least two jets negative tagged by loose SecVtx.
Stage 22 ≥1+-LTAG At least one jet tagged

and one jet negative tagged by loose SecVtx.
Stage 23 ≥2-LTAG At least two jets negative tagged by loose SecVtx.

Table 4.3: Definition of cuts used in Table 4.2.
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4.2.1 Lepton Selection

To select leptons, we require exactly one tight, isolated, triggered lepton in the

event.

• For electrons, we require

– ET > 20 GeV

– pT > 10 GeV/c

– |η| < 1.0

– EHAD/EEM < 0.055 + 0.00045 ∗ E

– E/p < 2.0 if pT < 50 GeV

– |z0| < 60 cm

– ≥ 3 COT Axial 5-hit superlayers

– ≥ 2 COT Stereo 5-hit superlayers

– iso < 0.1

– Lshr < 0.2

– |∆z| < 3 cm for CES strip cluster ∆z

– −3.0 < Q∆X < 1.5 cm for CES strip cluster ∆x

– Strip χ2 < 10

• For muons, we require

– pT > 20 GeV/c (corrected for curvature corrections due to non-uniform

B-field)
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– |η| < 1.0

– EHAD < 6.0 +max(0, 0.0280(p− 100 GeV/c) GeV

– EEM < 2.0 +max(0, 0.0115(p− 100 GeV/c) GeV

– |z0| < 60 cm

– ≥ 3 COT Axial 5-hit superlayers

– ≥ 2 COT Stereo 5-hit superlayers

– iso < 0.1

– CMUP Muons:

∗ |∆xCMU | < 3.0 cm

∗ |∆xCMP | < 5.0 cm

∗ CMUP fiduciality

– CMX Muons:

∗ |∆xCMX | < 6.0 cm

∗ COT exit radius > 140 cm

∗ CMX fiduciality

Figures 4.3-4.11 show the variables of the lepton selections along with their cut

values.

The efficiency for these cuts is determined by examining isolated Z-events with

two leptons. One leg is required to pass all the tight cuts, and the other is examined

as an unbiased sample of leptons. The lepton ID cuts are then applied, and the

efficiency is measured, using both lepton data, and PYTHIA Z Monte Carlo samples.
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Systematic effects are of order 1%. See Ref [49, 50] for details and results. Table 4.5

shows a summary of the lepton ID quantities.
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Figure 4.2: Kinematic distributions for lepton + jets events, taken from PYTHIA tt Monte Carlo with mtop = 178
GeV/c2. This is done before any event selection.
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Figure 4.3: N − 1 plots for lepton selection in lepton + jets events. Here, the plots are made applying all lepton cuts
except the one being plotted. Taken from PYTHIA tt Monte Carlo with mtop = 178 GeV/c2. No other event cuts are
applied.
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Figure 4.4: N − 1 plots for lepton selection in lepton + jets events. Here, the plots are made applying all lepton cuts
except the one being plotted. Taken from PYTHIA tt Monte Carlo with mtop = 178 GeV/c2. No other event cuts are
applied.
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Figure 4.5: N − 1 plots for lepton selection in lepton + jets events. Here, the plots are made applying all lepton cuts
except the one being plotted. Taken from PYTHIA tt Monte Carlo with mtop = 178 GeV/c2. No other event cuts are
applied.



C
h
a
p
ter
4
:
M
ea
su
rem
en
t
o
f
tt
P
a
ir
P
rod
u
ctio
n
C
ro
ss
S
ectio

n
171

CMUP_pt
Entries  36432
Mean    58.47
RMS     32.29
Underflow       0
Overflow       39

 (GeV/c)T p
0 50 100 150 200 250

0

500

1000

1500

2000

2500

CMUP_pt
Entries  36432
Mean    58.47
RMS     32.29
Underflow       0
Overflow       39

TCMUP Muon p

(a)

CMUP_d0
Entries  34841

Mean   -4.964e-05

RMS    0.008794

Underflow      12

Overflow       16

 (cm)0 d
-0.2 -0.15 -0.1 -0.05 -0 0.05 0.1 0.15 0.2

1

10

10
2

10
3

10
4

CMUP_d0
Entries  34841

Mean   -4.964e-05

RMS    0.008794

Underflow      12

Overflow       16

0CMUP Muon d

(b)

CMUP_iso
Entries  40040
Mean   0.07087
RMS    0.2165
Underflow       0
Overflow      294

 Isolation
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

10

10
2

10
3

10
4

CMUP_iso
Entries  40040
Mean   0.07087
RMS    0.2165
Underflow       0
Overflow      294

CMUP Muon Isolation

(c)

CMUP_hade
Entries  35372
Mean    2.172
RMS    0.9582
Underflow       0
Overflow      253

 (GeV)HAD E
0 1 2 3 4 5 6 7 8 9 10

0

1000

2000

3000

4000

5000

CMUP_hade
Entries  35372
Mean    2.172
RMS    0.9582
Underflow       0
Overflow      253

CMUP Muon Hadronic Energy

(d)

Figure 4.6: N − 1 plots for lepton selection in lepton + jets events. Here, the plots are made applying all lepton cuts
except the one being plotted. Taken from PYTHIA tt Monte Carlo with mtop = 178 GeV/c2. No other event cuts are
applied.
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Figure 4.7: N − 1 plots for lepton selection in lepton + jets events. Here, the plots are made applying all lepton cuts
except the one being plotted. Taken from PYTHIA tt Monte Carlo with mtop = 178 GeV/c2. No other event cuts are
applied.
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Figure 4.8: N − 1 plots for lepton selection in lepton + jets events. Here, the plots are made applying all lepton cuts
except the one being plotted. Taken from PYTHIA tt Monte Carlo with mtop = 178 GeV/c2. No other event cuts are
applied.
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Figure 4.9: N − 1 plots for lepton selection in lepton + jets events. Here, the plots are made applying all lepton cuts
except the one being plotted. Taken from PYTHIA tt Monte Carlo with mtop = 178 GeV/c2. No other event cuts are
applied.
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Figure 4.10: N − 1 plots for lepton selection in lepton + jets events. Here, the plots are made applying all lepton cuts
except the one being plotted. Taken from PYTHIA tt Monte Carlo with mtop = 178 GeV/c2. No other event cuts are
applied.
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Figure 4.11: N − 1 plots for lepton selection in lepton + jets events. Here, the plots are made applying all lepton cuts
except the one being plotted. Taken from PYTHIA tt Monte Carlo with mtop = 178 GeV/c2. No other event cuts are
applied.
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4.3 Signal Estimate

We measure the top cross section using the formula

σtt =
Nobs −Nbkg

BR(W → `ν) (εtag ∗ Φe)
(
εpretag

∫
Ldt
) (4.4)

where Nobs is the number of observed tagged events in the W+ ≥ 3 jet sample, Nbkg

is the number of expected background events, εtag is the event tag rate in tt Monte

Carlo, Φe is an “effective event scale factor” described in Section 4.3.2, εpretag is the

pretag efficiency for tt, and
∫
Ldt is the integrated luminosity.

4.3.1 Pretag Acceptance × Efficiency

The pretag efficiency was estimated using a PYTHIA tt sample with mtop =

178 GeV/c2 (ttopel). Table 4.4 shows the breakdown of event counts after suc-

cessive cuts in the tt Monte Carlo sample. Table 4.6 shows the acceptance times

efficiencies for each lepton trigger type.

The acceptance times efficiency is determined by taking the number of events that

pass the event selection (including the ≥ 3 jets cut) and dividing by the total number

of events with |z0| < 60 cm. This is to take into account a 5% discrepancy between

the data and Monte Carlo in the number of events outside 60 cm. The efficiency

of this cut (externally determined) is then applied with the appropriate systematic,

shown in Table 4.5.

The lepton ID scale factors and trigger efficiencies, along with common systematics

not evaluated in this note, are given in Table 4.5. The pretag acceptance times

efficiency is given in Table 4.6.
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We obtain a luminosity weighted pretag efficiency of

εttpretag

∫
Ldt = 23.6± 2.1 pb (4.5)

4.3.2 tt Event Tagging Efficiency

We calculate the event tagging efficiency for our backgrounds by counting the

number of events with ≥ 1 or ≥ 2 tags in the Monte Carlo, and then dividing by the

number of pretag events.

εtagMC =
N tag
MC

Npre
MC

(4.6)

In order to take the scale factor into account, we take the ratio of the event tag

rates derived from the binomial expression for tagging N jets of flavor b, c, or p (for

primary jets, i.e. uds quarks and gluons), given inputs from the b and c quark tagging

efficiencies, and the mistag rate. The full expression for the combinatoric combination

of tagging exactly Njet jets Ntag times is

εev =

Njet∑

nb=0

Njet∑

nc=0

Njet∑

np=0

{
Fnbncnp ×

nb∑

n+
b
=0

nc∑

n+
c =0

nc∑

n+
c =0

[(
nb

n+
b

)
(εbSFb)

n+
b (1− εbSFb)

(nb−n+
b
)

×
(
nc

n+
c

)
(εcSFc)

n+
c (1− εcSFc)

(nc−n+
c )

×
(
np

n+
p

)
(MpSFp)

n+
p (1−MpSFp)

(np−n+
p )
]
}(4.7)

nb + nc + np = Njet (4.8)

n+b + n+c + n+p = Ntag (4.9)

(rk) =
r!

(r − k)!k!
(4.10)

where Fbcp is the fraction of events with b b-jet, c c-jets, and p p-jets, εb and εc are

the Monte Carlo efficiencies for jets matched to b- and c-hadrons using Monte Carlo

truth, Mp is the per-jet prediction of the mistag matrix applied to light quark jets

in tt Monte Carlo, SFb and SFc are the scale factors for b and c-jets, and SFp is the
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ratio of predicted tag rates in data and Monte Carlo in JET50 events, multiplied by

the light flavor asymmetry (1.37 ± 0.23) as described in Ref [41].

We then calculate the ratio of the event tagging efficiency with and without the

b-tagging scale factors, which we denote by ΦE:

ΦE =
εev(εbSFb, εcSFc,MpSFp)

εev(εb, εc, εp)
(4.11)

Subsequently, we multiply the event tag rate by ΦE to obtain the event tag rate

including the scale factor.

εDATA = εMC × ΦE (4.12)

Henceforth, all per-jet and event tagging efficiencies will be denoted in terms of ε

(for the MC efficiency) multiplied by SF or ΦE.

The heavy quark tagging efficiencies in tt are flat as a function of the number

of jets. However, due to the different
∑
ET in the different jet bins, the mistag

matrix will predict a non-constant rate for the per-jet mistag rate in each jet bin, so

the inputs to Equation 4.7 reflect that accordingly. The inputs we use are shown in

Table 4.7. The calculation details are shown in Table 4.8, and the results are shown

in Table 4.10.
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Channel 0-jet 1-jet 2-jet 3-jet 4-jet ≥5-jet Total
CEM

Stage 0 INITIAL 888 16286 90293 218306 327888 496382 1150043
Stage 1 OBSV 868 15789 87418 210316 315204 477050 1106645
Stage 2 TRIGGER 868 15789 87418 210316 315204 477050 1106645
Stage 3 ≥1TLEP 267 4694 20939 32232 29308 12254 99694
Stage 4 MET 248 4316 19126 29009 26134 10254 89087
Stage 5 ISO 248 4251 18401 26508 22516 6896 78820
Stage 6 !DILEP 138 2515 13107 24939 22117 6799 69615
Stage 7 !Z 127 2294 12198 23706 21479 6605 66409
Stage 8 !CONV 127 2294 12198 23706 21479 6605 66409
Stage 9 !DIFFZ 127 2294 12198 23706 21476 6604 66405
Stage 10 KIN VETOS 0 2249 11882 19809 20162 6382 60484
Stage 11 SI GOOD 0 2249 11882 19809 20162 6382 60484
Stage 12 TAGGABLE 0 1815 10950 18854 19402 6181 57202
Stage 13 ≥1+BTAG 0 824 6453 12383 13371 4267 37298
Stage 14 ≥2+BTAG 0 0 1309 3309 4158 1392 10168
Stage 15 ≥1-BTAG 0 18 209 436 427 198 1288
Stage 16 ≥1+-BTAG 0 0 67 198 225 123 613
Stage 17 ≥2-BTAG 0 0 1 4 4 4 13
Stage 18 LTAGGABLE 0 1855 11084 18978 19524 6218 57659
Stage 19 ≥1+LTAG 0 961 7418 13981 15040 4800 42200
Stage 20 ≥2+LTAG 0 0 1869 4664 5887 1976 14396
Stage 21 ≥1-LTAG 0 40 427 976 1044 463 2950
Stage 22 ≥1+-LTAG 0 0 161 541 664 321 1687
Stage 23 ≥2-LTAG 0 0 5 22 26 21 74

CMUP
Stage 0 INITIAL 888 16286 90293 218306 327888 496382 1150043
Stage 1 OBSV 868 15789 87418 210316 315204 477050 1106645
Stage 2 TRIGGER 868 15789 87418 210316 315204 477050 1106645
Stage 3 ≥1TLEP 188 3160 14047 21180 18780 6781 64136
Stage 4 MET 172 2922 12762 18958 16494 5946 57254
Stage 5 ISO 166 2770 11811 16780 14015 4247 49789
Stage 6 !DILEP 88 1596 8243 15789 13746 4195 43657
Stage 7 !Z 82 1485 7810 15332 13516 4132 42357
Stage 8 !COSMIC 82 1485 7810 15332 13516 4132 42357
Stage 9 !DIFFZ 82 1485 7809 15331 13510 4130 42347
Stage 10 KIN VETOS 0 1439 7493 12680 12514 3928 38054
Stage 11 SI GOOD 0 1439 7493 12680 12514 3928 38054
Stage 12 TAGGABLE 0 1147 6919 12044 12070 3798 35978
Stage 13 ≥1+BTAG 0 513 4082 7822 8315 2621 23353
Stage 14 ≥2+BTAG 0 0 852 2011 2626 871 6360
Stage 15 ≥1-BTAG 0 10 121 309 299 109 848
Stage 16 ≥1+-BTAG 0 0 36 135 161 69 401
Stage 17 ≥2-BTAG 0 0 0 1 2 2 5
Stage 18 LTAGGABLE 0 1180 7001 12136 12139 3820 36276
Stage 19 ≥1+LTAG 0 608 4691 8857 9312 2973 26441
Stage 20 ≥2+LTAG 0 0 1208 2906 3717 1226 9057
Stage 21 ≥1-LTAG 0 22 250 636 683 266 1857
Stage 22 ≥1+-LTAG 0 0 88 316 423 175 1002
Stage 23 ≥2-LTAG 0 0 2 7 18 6 33

CMX
Stage 0 INITIAL 888 16286 90293 218306 327888 496382 1150043
Stage 1 OBSV 868 15789 87418 210316 315204 477050 1106645
Stage 2 TRIGGER 868 15789 87418 210316 315204 477050 1106645
Stage 3 ≥1TLEP 70 1079 4807 7184 6278 2346 21764
Stage 4 MET 64 981 4376 6412 5519 2046 19398
Stage 5 ISO 61 921 3974 5638 4623 1444 16661
Stage 6 !DILEP 31 493 2718 5264 4543 1426 14475
Stage 7 !Z 28 460 2590 5099 4463 1408 14048
Stage 8 !COSMIC 28 460 2590 5099 4463 1408 14048
Stage 9 !DIFFZ 28 460 2588 5098 4463 1407 14044
Stage 10 KIN VETOS 0 456 2579 4275 4273 1389 12972
Stage 11 SI GOOD 0 456 2579 4275 4273 1389 12972
Stage 12 TAGGABLE 0 374 2415 4113 4136 1342 12380
Stage 13 ≥1+BTAG 0 163 1432 2703 2925 931 8154
Stage 14 ≥2+BTAG 0 0 292 690 948 307 2237
Stage 15 ≥1-BTAG 0 8 38 107 93 39 285
Stage 16 ≥1+-BTAG 0 0 10 43 58 24 135
Stage 17 ≥2-BTAG 0 0 0 0 2 1 3
Stage 18 LTAGGABLE 0 387 2442 4145 4153 1348 12475
Stage 19 ≥1+LTAG 0 192 1647 3055 3255 1059 9208
Stage 20 ≥2+LTAG 0 0 408 1004 1336 427 3175
Stage 21 ≥1-LTAG 0 10 90 199 244 100 643
Stage 22 ≥1+-LTAG 0 0 32 91 145 71 339
Stage 23 ≥2-LTAG 0 0 0 2 5 3 10

Table 4.4: Event counts at each successive stage for ttopel top Monte Carlo, with
mtop = 178 GeV/c2. Note that the conversion veto is already applied in the tight
lepton definition.
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Lepton ID and Trigger Quantities
CEM CMUP CMX

Lepton ID Eff SF 0.996 ± 0.005 0.874 ± 0.009 0.989 ± 0.006
Trigger Eff 0.962 ± 0.006 0.908 ± 0.005 0.965 ± 0.004
Total 0.959 ± 0.015 0.794 ± 0.015 0.954 ± 0.016
Luminosity (pb−1) 318.5 ± 19.1 318.5 ± 19.1 305.2 ± 18.3
z0 Eff 0.951 ± 0.003
Lepton Isolation Modeling 1.000 ± 0.050

Table 4.5: Lepton ID scale factors and trigger efficiencies, plus z0 efficiency and
lepton isolation modeling systematic (to account for the extrapolation from isolated
Z-samples to samples with jets). Taken from Ref [49, 50, 51].

tt Pretag Efficiency in ≥ 3 jets (εpretag) (%)
Jet Multiplicity 1 jet 2 jets 3 jets 4 jets ≥ 5 jets
CEM MC estimate 0.21 ± 0.00 1.10 ± 0.01 2.14 ± 0.01 1.94 ± 0.01 0.60 ± 0.01
≥ 3 jet Average 4.68 ± 0.02
CEM Data estimate 4.27 ± 0.29
CMUP MC estimate 0.13 ± 0.00 0.71 ± 0.01 1.39 ± 0.01 1.22 ± 0.01 0.37 0.01
≥ 3 jet Average 2.98 ± 0.02
CMUP Data estimate 2.25 ± 0.16
CMX MC estimate 0.04 ± 0.00 0.24 ± 0.00 0.47 ± 0.01 0.41 ± 0.01 0.13 ± 0.00
≥ 3 jet Average 1.00 ± 0.01
CMX Data estimate 0.91 ± 0.06

tt Luminosity Weighted Denominator in ≥ 3 jets (εpretag
∫
Ldt) (%)

Total 23.6 ± 2.1 pb−1

Table 4.6: tt pretag efficiencies for the different trigger types, before optimization.
The first line in each subsection is the Monte Carlo estimate of the efficiency. The
second line gives the average in ≥ 3 jets. The third line gives the average in ≥ 3
jets, multiplied by the data-to-Monte Carlo scale factor to give the estimate of the
efficiency in data. Numbers are given in percentage. Also shown is the luminosity
weighted pretag denominator.

Quantity 1-jet 2-jet 3-jet 4-jet ≥ 5-jet SF

εb 0.450 0.450 0.450 0.450 0.450 SF = 0.909± 0.060
εc 0.098 0.098 0.098 0.098 0.098 SF = 0.909± 0.120
Mp 0.004 0.005 0.006 0.006 0.007 Kαβ = 1.18± 0.41

Table 4.7: The inputs to the event efficiency calculation for the unoptimized analysis.
The errors are negligible.
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Njet = 1
Nb Nc Np Fbcp 1-tag 2-tag 3-tag
0 0 1 0.1512 0.0003 ± 0.0001
0 1 0 0.0322 0.0031 ± 0.0000
1 0 0 0.8166 0.3648 ± 0.0008

Total 0.3683 ± 0.0010
Njet = 2

Nb Nc Np Fbcp 1-tag 2-tag 3-tag
0 0 2 0.0320 0.0002 ± 0.0000 0.0000 ± 0.0000
0 1 1 0.0213 0.0021 ± 0.0000 0.0000 ± 0.0000
0 2 0 0.0008 0.0001 ± 0.0000 0.0000 ± 0.0000
1 0 1 0.3608 0.1613 ± 0.0004 0.0004 ± 0.0000
1 1 0 0.0910 0.0416 ± 0.0002 0.0040 ± 0.0001
2 0 0 0.4941 0.2442 ± 0.0001 0.0986 ± 0.0005

Total 0.4495 ± 0.0006 0.1030 ± 0.0005
Njet = 3

Nb Nc Np Fbcp 1-tag 2-tag 3-tag
0 0 3 0.0081 0.0001 ± 0.0000 0.0000 ± 0.0000 0.0000 ± 0.0000
0 1 2 0.0077 0.0008 ± 0.0000 0.0000 ± 0.0000 0.0000 ± 0.0000
0 2 1 0.0006 0.0001 ± 0.0000 0.0000 ± 0.0000 0.0000 ± 0.0000
0 3 0 0.0000 0.0000 ± 0.0000 0.0000 ± 0.0000 0.0000 ± 0.0000
1 0 2 0.1896 0.0848 ± 0.0002 0.0005 ± 0.0000 0.0000 ± 0.0000
1 1 1 0.1350 0.0617 ± 0.0003 0.0060 ± 0.0001 0.0000 ± 0.0000
1 2 0 0.0022 0.0010 ± 0.0000 0.0002 ± 0.0000 0.0000 ± 0.0000
2 0 1 0.5181 0.2558 ± 0.0001 0.1038 ± 0.0005 0.0003 ± 0.0000
2 1 0 0.1369 0.0652 ± 0.0002 0.0312 ± 0.0002 0.0027 ± 0.0000
3 0 0 0.0019 0.0008 ± 0.0000 0.0006 ± 0.0000 0.0002 ± 0.0000

Total 0.4702 ± 0.0005 0.1424 ± 0.0007 0.0032 ± 0.0000
Njet = 4

Nb Nc Np Fbcp 1-tag 2-tag 3-tag
0 0 4 0.0024 0.0000 ± 0.0000 0.0000 ± 0.0000 0.0000 ± 0.0000
0 1 3 0.0025 0.0003 ± 0.0000 0.0000 ± 0.0000 0.0000 ± 0.0000
0 2 2 0.0002 0.0000 ± 0.0000 0.0000 ± 0.0000 0.0000 ± 0.0000
0 3 1 0.0000 0.0000 ± 0.0000 0.0000 ± 0.0000 0.0000 ± 0.0000
0 4 0 0.0000 0.0000 ± 0.0000 0.0000 ± 0.0000 0.0000 ± 0.0000
1 0 3 0.0719 0.0322 ± 0.0001 0.0003 ± 0.0000 0.0000 ± 0.0000
1 1 2 0.0644 0.0295 ± 0.0001 0.0030 ± 0.0000 0.0000 ± 0.0000
1 2 1 0.0046 0.0021 ± 0.0000 0.0004 ± 0.0000 0.0000 ± 0.0000
1 3 0 0.0002 0.0001 ± 0.0000 0.0000 ± 0.0000 0.0000 ± 0.0000
2 0 2 0.4839 0.2386 ± 0.0001 0.0974 ± 0.0005 0.0006 ± 0.0000
2 1 1 0.3608 0.1715 ± 0.0004 0.0826 ± 0.0006 0.0072 ± 0.0001
2 2 0 0.0036 0.0016 ± 0.0000 0.0009 ± 0.0000 0.0001 ± 0.0000
3 0 1 0.0039 0.0016 ± 0.0000 0.0013 ± 0.0000 0.0003 ± 0.0000
3 1 0 0.0012 0.0005 ± 0.0000 0.0004 ± 0.0000 0.0001 ± 0.0000
4 0 0 0.0002 0.0001 ± 0.0000 0.0001 ± 0.0000 0.0000 ± 0.0000

Total 0.4782 ± 0.0003 0.1864 ± 0.0008 0.0085 ± 0.0001
Njet = 5

Total 0.3833 ± 0.0003 0.1584 ± 0.0007 0.0097 ± 0.0001

Table 4.8: Calculation of event tagging efficiency for tt Monte Carlo for the unopti-
mized analysis.
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tt Event Tagging Efficiency in MC (%)
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

ε≥1 36.81 ± 0.07 54.88 ± 0.31 61.34 ± 0.22 66.41 ± 0.22 67.00 ± 0.40
≥ 3 jets avg 64.15 ± 0.15
ε≥2 - 11.28 ± 0.20 15.55 ± 0.16 20.75 ± 0.19 21.83 ± 0.35
≥ 3 jets avg 18.49 ± 0.12

Table 4.9: Expected event tagging efficiencies in Monte Carlo. The average in ≥ 3
jets is also supplied. Calculated from Equation 4.7 with inputs from Table 4.7. See
Table 4.8 for details on the calculation. Note: Scale factor has not been applied. This
is for the unoptimized selection.

tt Event Tagging Efficiency in Data (%)
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

ε≥1 ∗ Φe (%) 33.51 ± 2.34 50.85 ± 2.88 57.19 ± 3.09 62.27 ± 3.17 63.07 ± 3.22
≥ 3 jets avg 60.06 ± 3.13
ε≥2 ∗ Φe(%) 0.00 ± 0.00 9.38 ± 1.30 13.12 ± 1.80 17.66 ± 2.38 18.85 ± 2.52
≥ 3 jets avg 15.73 ± 2.13

tt Event ΦE Factors (%)
Φ≥1e (%) 91.04 ± 6.13 92.65 ± 5.23 93.23 ± 5.03 93.76 ± 4.77 94.13 ± 4.78
≥ 3 jets avg 93.62 ± 4.87
Φ≥2e (%) 0.00 ± 0.00 83.20 ± 11.40 84.35 ± 11.56 85.13 ± 11.44 86.36 ± 11.45
≥ 3 jets avg 85.10 ± 11.48

Table 4.10: Event tagging efficiencies in data. Also supplied are the ≥ 3 jets average.
Calculated from Equation 4.7 with inputs from Table 4.7. See Table 4.8 for details
on the calculation. Note: Scale factor has been applied. The values for ΦE are also
shown. This is for the unoptimized selection.

4.4 Backgrounds to tt→ `νbbjjX

4.4.1 Method 2 Backgrounds

There are four categories of backgrounds for the lepton plus jets channel.

• Electroweak and Single Top. These backgrounds are taken from Monte

Carlo, scaled to theoretical cross sections.
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• Non-W Backgrounds. This background is estimated from a study of ET/ vs

lepton isolation in the data sample.

• W+Heavy Flavor. These backgrounds are estimated using the efficiency

derived from Monte Carlo and the scale factor outlined in [32], plus the heavy

flavor fractions in W plus jets events measured in Ref [40] scaled to the pretag

data.

• W+Light Flavor Mistags. This background is estimated using the nega-

tive tag matrix outlined in Ref [42] and Section 3.5.3 applied to the pretag

sample (corrected for other backgrounds), with the appropriate scaling for the

asymmetry of the light flavor L2D distribution.

Electroweak and Single Top

The electroweak and single top backgrounds are determined from the theoretical

cross section and luminosity with the equation:

Npp→X
exp = σpp→Xεpretagεtag

∫
Ldt (4.13)

where σpp→X is the theoretical cross section,
∫
Ldt is the integrated luminosity, εpretag

is the pretag efficiency for the process, and εtag is the event tagging efficiency. The

event tagging efficiency is determined in the same way as the tt expectation, using

εtag = εMC
tag × ΦE (4.14)

where εMC
tag is the event tag rate in Monte Carlo, and ΦE is the “effective event scale

factor” analogous to Equation 4.11.
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The theoretical cross sections along with their uncertainties for the backgrounds

considered are shown in Table 4.11, along with the theoretical prediction for the top

quark.

Theoretical Cross Sections
WW 13.25 ± 0.25 pb
WZ 3.96 ± 0.06 pb
ZZ 1.58 ± 0.02 pb
Single Top, s-channel 0.88 ± 0.05 pb
Single Top, t-channel 1.98 ± 0.08 pb
tt 6.1 ± 0.7 pb
Z → ττ 13.0 ± 1.5 pb

Table 4.11: Theoretical cross sections and uncertainties for the electroweak and single
top backgrounds, along with the theoretical cross section for tt.
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Non-W Backgrounds

The non-W backgrounds are estimated using the ET/ versus isolation method,

where non-isolated leptons are used to estimate the background composition of iso-

lated leptons. In order to calculate the scaling that should be used for the non-isolated

leptons, low-ET/ regions of isolated and non-isolated leptons are used as a scaling.

The regions are:

• Region A: isolation > 0.2 and ET/ < 15 GeV

• Region B: isolation < 0.1 and ET/ < 15 GeV

• Region C: isolation > 0.2 and ET/ > 20 GeV

• Region D: isolation < 0.1 and ET/ > 20 GeV (signal region)

The number of events in each region is given in Figure 4.12. We use the following

formulas for the estimation of the number of Non-W events in Region D (the signal

region).

FNon−W =
Npre
B

Npre
A

Npre
C

Npre
D

(4.15)

Npretags
Non−W = FNon−WNpretags (4.16)

N≥1
Non−W : tag =

N+
B

N+
A

N+
C (4.17)

N≥1
Non−W : pretag = NpretagsFNon−W

N+
B

Npre
B

(4.18)

N≥2
Non−W = NpretagsFNon−W

N++
B

Npre
B

(4.19)

where N pre
(A,B,C,D) is the number of pretagged events in regions (A,B,C,D), FNon−W

is the fraction of events in the pretag sample that we expect to come from non-W
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backgrounds, N+
(A,B,C) is the number of single-tagged events in regions (A,B,C), and

N++
(A,B,C) is the number of double-tagged events in regions (A,B,C).

For the ≥ 1 tag estimates, we take a weighted average of NNon−W : A (the “tag

method”) and NNon−W : B (the “pretag method”). We take FNon−W ,
N+
B

N+
A

, and
N++
B

N++
A

to be the same in ≥ 3 jets to conserve statistics. We also combine the CMUP and

CMX muons into one estimate for FNon−W ,
N+
B

N+
A

, and
N+
B

N+
A

. For the double tagged

estimate, we use only the “pretag method” since the “tag method” suffers from very

low statistics.

We remove tt from the various ET/ versus isolation regions, as shown in Table C.32.

We use the theoretical prediction for the number of events in each region, and then

include the cross section in our “iteration” procedure to calculate the final result.

Because of the very small statistics in the various regions for the Non-W double

tags, we compute a Feldman-Cousins interval [43] for the number of Non-W events.

That is, we compute

NNon−W
++ = N obs

++ −N tt
++ (4.20)

In this case, tt is the “background”, and we wish to compute NNon−W
++ . We take the

68% C.L. interval for the Feldman-Cousins construction, and then take

NNon−W
++ =

(
Nup +Nlo

2

)
±
(
Nup −Nlo

2

)
(4.21)

where Nup is the upper 68% limit, and Nlo is the lower 68% limit. That is, we take

the center of the interval as our central value, plus half the interval as the uncertainty.

We then compute the backgrounds using Equations 4.15, substituting NNon−W
++ for

N++.
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Figure 4.13 shows the ratio of events in Regions B to A for single and double tags,

for both electrons and muons. This ratio is constant for ≥ 3 jets, so we combine the

≥ 3 jet bins for one estimate of this quantity. Figure 4.14 shows the event tag rates

versus ET/ for single and double tags, for the regions with iso > 0.2 and iso < 0.1.

It is clear that although the tag rates versus ET/ are not constant for the iso > 0.2

regions because of biases from heavy flavor, the tag rates versus ET/ are constant for

the iso < 0.1 region. Thus, we feel the tag rate in Region B (low ET/ , iso < 0.1) is

indicative of the tag rates in Region D for Non-W events.

The results of the Non-W background calculation are shown in Table 4.12. The

derivation is shown in Table C.33.

Non-W
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Electrons
FNon−W (%) 10.08 ± 2.53 12.89 ± 3.27 12.43 ± 3.37

NB
+ /N

A
+ (%) 34.20 ± 1.23 26.08 ± 2.15 27.73 ± 4.50

Ntagmethod
+ 47.45 ± 16.27 22.31 ± 8.01 6.23 ± 2.78 2.07 ± 1.17 0.61 ± 0.54

RB+ (%) 1.63 ± 0.33 3.50 ± 0.75 6.90 ± 1.80 10.68 ± 4.76 13.02 ± 15.34

Npretagmethod
+ 28.91 ± 9.32 12.82 ± 4.26 4.02 ± 1.52 1.53 ± 0.80 0.31 ± 0.37

RB++ (%) 0.00 ± 0.00 0.03 ± 0.02 0.67 ± 0.39 3.28 ± 2.49 5.40 ± 5.81

Npretagmethod
++ 0.00 ± 0.00 0.10 ± 0.09 0.39 ± 0.25 0.47 ± 0.38 0.13 ± 0.14

Pretag 1778.22 ± 446.14 366.89 ± 93.13 58.31 ± 15.80 14.30 ± 3.87 2.36 ± 0.64
≥ 1+ Tag 33.49 ± 8.04 14.91 ± 3.74 4.53 ± 1.33 1.70 ± 0.66 0.41 ± 0.31
≥ 2+ Tag 0.00 ± 0.00 0.10 ± 0.09 0.39 ± 0.25 0.47 ± 0.38 0.13 ± 0.14

Muons
FNon−W (%) 3.75 ± 0.94 4.44 ± 1.15 6.90 ± 2.01

NB
+ /N

A
+ (%) 9.76 ± 0.68 8.82 ± 1.29 14.17 ± 4.30

Ntagmethod
+ 8.28 ± 2.93 4.30 ± 1.69 3.21 ± 1.68 1.48 ± 0.86 0.19 ± 0.22

RB+ (%) 1.91 ± 0.40 5.27 ± 1.30 8.92 ± 3.64 28.26 ± 19.00 42.85 ± 96.97

Npretagmethod
+ 9.29 ± 3.05 4.55 ± 1.63 1.85 ± 0.93 1.25 ± 0.92 0.50 ± 1.15

RB++ (%) 0.00 ± 0.00 0.22 ± 0.14 2.43 ± 1.63 6.71 ± 5.33 174.42 ± 235.07

Npretagmethod
++ 0.00 ± 0.00 0.19 ± 0.13 0.50 ± 0.37 0.30 ± 0.25 2.04 ± 2.83

Pretag 487.24 ± 122.62 86.33 ± 22.28 20.69 ± 6.04 4.41 ± 1.29 1.17 ± 0.34
≥ 1+ Tag 8.76 ± 2.09 4.43 ± 1.17 2.17 ± 0.82 1.37 ± 0.62 0.20 ± 0.22
≥ 2+ Tag 0.00 ± 0.00 0.19 ± 0.13 0.50 ± 0.37 0.30 ± 0.25 0.20 ± 2.83

Table 4.12: Results of Non-W background calculation. Derivation can be seen in
Table C.33. The contribution from tt to Regions A,B,C has been removed to make
the calculation. The theoretical prediction using 6.1 pb is used, and then iterated to
8.9 to construct this table. This is for the unoptimized analysis.
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Figure 4.12: Pretag events (as defined in Section 4.3.1, minus the lepton isolation and
ET/ cuts) in Regions A,B,C,D for electrons and muons. This is for the unoptimized
analysis.
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Figure 4.13: Ratio of events in regions B and A for electrons (left) and muons (right),
for single (top) and double (bottom) tags. This is for the unoptimized analysis.
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Figure 4.14: Event tag rates versus ET/ for single tags (left) and double tags (right),
for iso > 0.2 (top) and iso < 0.1 (bottom). Although the tag rates versus ET/ are not
constant for iso > 0.2 due to the presence of heavy flavor in the non-isolated lepton
sample, the event tag rates versus ET/ are constant for the iso < 0.1 region. This is
for the unoptimized analysis.
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W+Heavy Flavor

Due to the technical problems outlined in Section 1.3.4, we cannot directly take the

Monte Carlo prediction for the number of W+Jets events. We only have a leading

order matrix element generator available. To mitigate this, we follow a standard

prescription outlined in Run I, known as the Method 2 formulation (see Ref [44]).

The pretag sample is scaled by the fraction of events that contain heavy flavor jets

(the heavy flavor fraction). This number is then multiplied by the tagging efficiencies

measured in the ALPGEN W +QQ+Np samples described in Ref [13]. We use the

heavy flavor fractions determined by Ref [1], outlined in Table 4.13.

NW+HF = (Npretag(1− Fnon−W )−NEW,singletop −Ntt) (fHF )(εtag)(ΦE) (4.22)

where Npretag is the number of pretag events, Fnon−W is the non-W fraction outlined

in Section 4.4.1, N(EW,SingleTop,tt) is the number of electroweak, single top, and top

pair events as outlined in Section 4.4.1, and fHF is the heavy flavor fraction given in

Ref [1].

We remove the contribution of Non-W pretag events, as well as the contributions

from electroweak, single top, and tt to the pretag sample. This is the origin of the

first term in Table 4.22. Table 4.14 shows the various components of this correction.

εtag is the event tagging efficiency in W+HF ALPGEN + HERWIG Monte Carlo

(N
≥1+

Npre
and N≥2+

Npre
). We require tags to be within ∆R < 0.4 of hadrons at the simulation

level. The scale factor is taken into account by using the per-jet tagging efficiency,

and calculating the event ΦE factor analogously to Section 4.3.2.

We have used exclusive matching (see Section 1.3.4) for combining the different

W + QQ + Np backgrounds for the 1-3 jet bins. However, since we do not have
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samples for W +BB+3p and W +CC+3p, we take inclusive matching, where extra

jets are allowed in the matching scheme, to cover the 4- and ≥ 5- jet bins. We require

tags to be in reconstructed jets within ∆R < 0.4 of a b or c hadron at the simulation

level.

The tagging rates for the different samples are shown in Table 4.15. Figures 4.15-

4.19 show the contributions to the Njet spectrum from the various contributions of

the W +HF +Np samples, for pretags, ≥ 1 tags, and ≥ 2 tags. The lower left shows

the ≥ 1 and ≥ 2 event tag rates.

The heavy flavor fractions are measured by calibrating the ALPGEN prediction of

the heavy flavor fraction to control sample data, and then applying the same scaling

to the W+jets data.

To perform the calibration (see Ref [1] for details), the cτ distribution of tags in

JET20 data is fit as in Section 3.5.10 to determine the fraction of tags with b, c, and

light flavor. The templates are taken from ALPGEN 2 → 2 scattering Monte Carlo

passed through a parameterization of the JET20 dijet trigger.

After determining the heavy flavor composition of the tagged sample, the heavy

flavor composition of the pre-tagged sample is then obtained by dividing by the b-

tagging efficiency. The ratio of pretag heavy flavor fractions in data and Monte Carlo

is then assumed to be the same in dijet production as it is in W+jets production.

The ratio determined by Ref [1] is 1.5± 0.4.

We then scale the ALPGEN prediction of the heavy flavor fraction in W+jets by

this ratio, and use that as the heavy flavor fraction in our sample. Table 4.13 shows

the heavy flavor fractions versus the number of jets for our sample.
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W + HF Fractions
Jet Multiplicity 1 jet 2 jets 3 jets ≥ 4 jets

W + bb, 1B 1.0 ± 0.3 1.4 ± 0.4 2.0 ± 0.5 2.2 ± 0.6

W + bb, 2B - 1.4 ± 0.4 2.0 ± 0.5 2.6 ± 0.7
W + cc, 1C 1.6 ± 0.4 2.4 ± 0.6 3.4 ± 0.9 3.6 ± 1.0
W + cc, 2C - 1.8 ± 0.5 2.7 ± 0.7 3.7 ± 1.0
W + c, 1C 4.3 ± 0.9 6.0 ± 1.3 6.3 ± 1.3 6.1 ± 1.3

Table 4.13: Heavy flavor fractions taken from Ref [1]. These are measured using
template fits derived from ALPGENW+QQ+Np samples applied to the lepton+jets
data. All numbers are quoted in percentage. This is for the unoptimized analysis.

Corrections to Pretag data
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Data 30628 4791 769 179 36
Non-W 2265.47 ± 567.81 453.22 ± 114.65 79.00 ± 21.10 18.71 ± 5.00 3.53 ± 0.94
tt ( 8.9 pb) 9.20 ± 0.82 49.55 ± 4.40 96.66 ± 8.58 86.37 ± 7.67 26.63 ± 2.38
EW 157.32 ± 14.33 151.44 ± 13.67 31.54 ± 2.92 5.26 ± 0.47 0.82 ± 0.07
Single Top 18.71 ± 4.51 23.37 ± 5.04 4.54 ± 0.97 0.72 ± 0.16 0.09 ± 0.02
W+ Jets 28177 ± 584 4113 ± 134 557 ± 32 68 ± 13 5 ± 3

Table 4.14: Corrections to pretag data. The corrected pretag data is used in the
W+HF estimate. Here the tt cross section is taken at the measured value of 8.9 pb.
The level of tt is iterated to obtain the final result of the cross section. This is for the
unoptimized analysis.

W+Heavy Flavor Tagging Efficiencies
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

WBB, 1B, 1 Tag 35.04 ± 2.35 37.93 ± 2.38 39.38 ± 4.08 42.76 ± 3.46
WBB, 2B, 1 Tag 0.00 ± 0.00 57.86 ± 3.52 59.01 ± 4.28 60.50 ± 3.92
WBB, 2B, 2 Tag 0.00 ± 0.00 14.10 ± 1.93 16.06 ± 2.42 17.45 ± 2.83
WCC, 1C, 1 Tag 7.44 ± 1.04 8.78 ± 1.37 12.57 ± 2.33 10.53 ± 4.26
WCC, 2C, 1 Tag 0.00 ± 0.00 15.48 ± 2.40 16.59 ± 3.48 23.32 ± 5.14
WCC, 2C, 2 Tag 0.00 ± 0.00 0.36 ± 0.19 0.18 ± 0.12 0.00 ± 0.00
WC, 1C, 1 Tag 8.19 ± 1.10 8.84 ± 1.23 9.53 ± 1.56 13.16 ± 2.56

Table 4.15: Efficiencies of W+HF samples, derived from exclusive matching of ALP-
GEN + HERWIG Monte Carlo samples. The scale factor has been applied. All
numbers are quoted in percentage. This is for the unoptimized analysis.
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ALPGEN + HERWIG Generated Cross Sections
Sample Cross Section (pb)
W → `ν +BB + 0p 2.914 ± 0.003
W → `ν +BB + 1p 1.557 ± 0.002
W → `ν +BB + 2p 0.744 ± 0.001
W → `ν + CC + 0p 4.755 ± 0.006
W → `ν + CC + 1p 2.737 ± 0.005
W → `ν + CC + 2p 1.392 ± 0.002
W → `ν + C + 0p 21.67 ± 0.02
W → `ν + C + 1p 12.96 ± 0.02
W → `ν + C + 2p 5.397 ± 0.006
W → `ν + C + 3p 1.959 ± 0.002

Table 4.16: Generated cross sections used to combine the various W + HF + Np
samples. Taken from Ref [2].
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W+Light Flavor Mistags

The W+Light Flavor single tag mistag background is estimated by applying the

negative tag matrix outlined in [42] to the pretag sample (N−
pred). We correct for

the number of tagged light flavor events already counted in the Non-W, W+HF, and

Monte Carlo derived backgrounds, as well as for the tt expectation, and apply a factor

(αLF × β) to account for the fact that the light flavor L2D distribution of SecVtx is

not symmetric, outlined in [41] and Section 3.5.10. This has a value of ∼ 1.37± 0.23,

with a
∑
ET dependence as shown in Figure 3.29.

The double mistags are calculated by running the mistag matrix over away jets in

the ≥ 1 tag sample (N pred
+,− ). It is designed to represent the fake + fake background

arising from W + LF . The Monte-Carlo derived backgrounds, Non-W background,

W + HF backgrounds, and the tt signal all have real + fake contributions in their

respective ≥ 2 tag rate.

The equations used to calculate the mistags are

NW+LF
≥1 = Npred

− × αLFβ ×
(
Npre −N tt

pre −NNonW
pre −NW+HF

pre −NMC
pre

Npre

)
(4.23)

NW+LF
≥2 = Npred

+,− × αLFβ ×
(
N+ −N tt

+ −NNonW
+ −NW+HF

+ −NMC
+

N+

)
(4.24)

where N pred
− is the predicted number of negatives tags using the matrix outlined

in [42], N pred
+,− is the predicted number of negative tags in positively tagged events,

αLFβ ∼ 1.37± 0.23 is the light flavor asymmetry (again taken as
∑
ET dependent),

NX
pre is the number of pretags expected from background type X, NX

+ is the number

of tags expected from background type X, Npre is the observed pretags, and N+ is the

observed tagged events. We have counted light-flavor tags from other backgrounds in
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their ≥ 1 and ≥ 2 tag estimates, and are not counted here.

Figures 4.20(a)-4.20(d) show the observed and predicted negative tags in the data

sample versus number of jets, jet ET , scalar sum of transverse energies (HT ) and

transverse mass of the W (mW
T ). We see good predictions across all variables using

this matrix, and gives us confidence that we have correctly predicted the W + LF

background.

Unoptimized Mistags
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Raw Tag Matrix Predictions
(+) Pred 447.03 ± 5.18 169.45 ± 1.04 49.27 ± 0.65 18.45 ± 0.11 4.75 ± 0.08
(-) Pred 96.12 ± 4.98 41.51 ± 0.96 13.47 ± 0.63 5.25 ± 0.08 1.40 ± 0.05
(+,-) Pred - 1.24 ± 0.15 1.40 ± 0.05 1.56 ± 0.08 0.54 ± 0.05
(-,-) Pred - 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Tag Matrix Predictions, Including αLF × β
(-) Pred ×αLFβ 109.96 ± 4.98 52.51 ± 0.96 18.27 ± 0.63 7.35 ± 0.08 1.99 ± 0.05
(+,-) Pred ×αLFβ 0.00 ± 0.00 1.62 ± 0.15 1.94 ± 0.05 2.19 ± 0.08 0.77 ± 0.05

Number of W+LF Mistags (corrected for σtt = 8.9 pb)
≥ 1 Tag 94.05 ± 19.28 39.12 ± 7.86 11.05 ± 2.24 2.27 ± 0.45 0.22 ± 0.05
≥ 2 Tag 0.00 ± 0.00 0.54 ± 0.12 0.22 ± 0.05 0.06 ± 0.03 0.03 ± 0.05

Table 4.17: Raw mistag matrix prediction, prediction scaled to correct for light flavor
asymmetry, and W+LF estimate removing other backgrounds (assuming σtt = 8.9
pb). This is for the unoptimized analysis.
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Figure 4.15: Number of events per pb−1 from the variousW+BB+Np samples, when
there is 1 matched b-jet in the event. The upper left shows the pretags, the upper
right shows the ≥ 1 tags, and the lower right shows the ≥ 2 tags. The lower left shows
the event tag rates (ratio of right plots to pretagged plot). The cross sections used
to weight the samples are given in Table 4.16. This is for the unoptimized analysis.

Figure 4.16: Number of events per pb−1 from the variousW+BB+Np samples, when
there are 2 matched b-jets in the event. The upper left shows the pretags, the upper
right shows the ≥ 1 tags, and the lower right shows the ≥ 2 tags. The lower left shows
the event tag rates (ratio of right plots to pretagged plot). The cross sections used
to weight the samples are given in Table 4.16. This is for the unoptimized analysis.
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Figure 4.17: Number of events per pb−1 from the variousW+CC+Np samples, when
there is 1 matched c-jet in the event. The upper left shows the pretags, the upper
right shows the ≥ 1 tags, and the lower right shows the ≥ 2 tags. The lower left shows
the event tag rates (ratio of right plots to pretagged plot). The cross sections used
to weight the samples are given in Table 4.16. This is for the unoptimized analysis.

Figure 4.18: Number of events per pb−1 from the variousW+CC+Np samples, when
there are 2 matched c-jets in the event. The upper left shows the pretags, the upper
right shows the ≥ 1 tags, and the lower right shows the ≥ 2 tags. The lower left shows
the event tag rates (ratio of right plots to pretagged plot). The cross sections used
to weight the samples are given in Table 4.16. This is for the unoptimized analysis.
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Figure 4.19: Number of events per pb−1 from the various W +C +Np samples. The
upper left shows the pretags, the upper right shows the ≥ 1 tags. The lower left shows
the event tag rates (ratio of right plots to pretagged plot). The cross sections used
to weight the samples are given in Table 4.16. This is for the unoptimized analysis.
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Figure 4.20: Observed (points) and predicted (histogram) negative tags in the pretag signal region (as described in
Section 4.3.1) for the number of jets, jet ET , HT , and M

W
T . This is for the unoptimized analysis. Note that αβ is not

included.
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4.5 Optimization

To optimize the cross section measurement, we wish to minimize the cross section

uncertainty. To do so, we examine the cross section formula:

σ =
N −B
ε× L (4.25)

where N is the number observed, B is the background, ε is the event efficiency, and

L is the integrated luminosity. The uncertainty on the cross section is therefore

∆σ2 =

( √
N

N −B

)2

+

(
∆B

N −B

)2

+

(
∆ε

ε

)2

+

(
∆L

L

)2

(4.26)

Improvements in the uncertainties on the luminosity, the luminosity uncertainty,

and the efficiency uncertainty are beyond the scope of this note, and can be considered

fixed for the current discussion. Improvements in the efficiency uncertainty have

been studied extensively in the 5.3.3 nt analysis (see Ref [37] for the b-tagging scale

factor, [20] for the jet energy scale, and [45] for the pretag efficiency). In the present

discussion, we examine the effect of changing N and B only.

To examine this, we write N = S + B, where S is the expected number of tt

events and B is the background. Then we rewrite Equation 4.26 in terms of S and

S/B (without the efficiency and luminosity terms):
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∆σ2 =

( √
N

N −B

)2

+

(
∆B

N −B

)2

+ . . . (4.27)

=

(√
S +B

S

)2

+

(
∆B

S

)2

+ . . . (4.28)

=

(√
S +B

S

)2

+

(
∆B

B

)2(
B

S

)2

+ . . . (4.29)

=

(
1√
S

)2
(√

1 +
B

S

)2

+

(
∆B

B

)2(
B

S

)2

+ . . . (4.30)

So we see the statistical term (1/
√
S) and the background uncertainty in Equa-

tion 4.30, modified by S/B. To improve the measurement, we can either increase S,

increase S/B, or decrease ∆B/B.

Increasing S has already been done for the 5.3.3 nt release. The b-tagging ef-

ficiency has increased by 20% per-jet (see Ref [46]) over the 4.11.2 tagger, and of

course the luminosity increased by a factor of 2. The remaining improvements are to

reduce the uncertainty on the background or improve the signal to background ratio.

In order to examine the effects of this, we examine a toy model where we can

increase S/B while reducing S by some amount. For illustration, we assume that if

S/B is improved by 0.5, then S is decreased by 5%. Figure 4.21 shows the overall

cross section relative uncertainty (including statistical uncertainty, uncertainty on

the b-tag scale factor, the pretag efficiency, and the luminosity) versus the relative

background uncertainty, for different configurations of S/B and S. The black curve

is the nominal S/B, and the star on that line is the background uncertainty of the

unoptimized analysis presented in 4.4.

We see that decreasing the background uncertainty by a factor of 2 has an equiv-

alent impact as improving S/B from 1.5 to 2.5, and keeping the same relative back-
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ground uncertainty, for instance.

We now explore ways to improve both S/B (Section 4.5.1) and ∆B/B (Sec-

tion 4.9).
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Figure 4.21: Cross section uncertainty as a function of the background uncertainty,
for various ratios of S/B. Here, a simple model is used in that 5% of the signal is
removed for every factor of 0.5 in S/B.

4.5.1 Improvement of S/B with Analysis Cuts

In order to find the optimal cuts for the analysis, we chose to maximize the

statistical significance S√
S+B

(which minimizes the statistical uncertainty on the cross

section). We will assume that the background uncertainties will remain the same

throughout this part of the optimization.

Several variables were examined to optimize S√
S+B

that were thought to have

discrimination. These include
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• HT

• ET/

• MW
T

• Jet ET of the leading jets

• Jet η of the leading jets

• Number of good tracks in the leading jets.

The estimated shapes of our various backgrounds in the following section is taken

from the following estimates:

• W+HF: Taken from the W +BB+1p, W +CC+1p and W +C+2p samples,

using no parton-jet matching (see Section 1.3.4).

• W+LF: Taken from the prediction of the mistag matrix.

• Non-W: Taken from the pretags in Region C (ET/ > 20 GeV , iso > 0.2).

• EW + Single Top: Taken from the MC, requiring ≥ 1 tag.

• Top: Taken from the MC, requiring ≥ 1 tag.

To examine our optimization, we take the extreme values of the theoretical range

of predicted cross sections, 5 pb and 9 pb (see [47]), and show that the optimization

does not strongly depend on the true cross section. Figures 4.22(a)-4.22(d) show the

optimization of S/
√
S +B for various event variables. The top plots in this group

show the optimization for σ = 5 pb, and the bottom plots show the optimization for
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σ = 9 pb. The red curve in each plot shows S/
√
S +B, with values delineated on the

right hand axis. The contributions from tt are shown, as well as the contributions to

several background species.

The variable with the most discrimination is the scalar sum of the transverse

energies in the event, HT . The average of the optimal points is HT > 200 GeV . While

this is numerically the same value found for the optimization in [48], it is actually a

different point because the jet energy scale has changed between that analysis and

this one, by about 5%.

We have also examined the ET and η of the leading three jets in the event. We

only show plots for σ = 5 pb because the results are the same for 9 pb. So the

S/
√
S +B should be compared to Figure 4.22(a) with σ = 5 pb.

Figures 4.24(a)-4.24(b) show ET on the top and η on the bottom for the leading

jet. Figures 4.25(a)-4.25(b) show the same for the second leading jet, and 4.26(a)-

4.26(b) show the same for the third leading jet.

There is an optimal point if we cut on the jet ET . However, the S/
√
S +B is

not as large as by cutting on HT . Thus, we use HT as our optimizing variable, and

HT > 200 GeV as the optimal point.

There is one other aspect of the analysis we can improve upon. If we examine the

transverse mass of the W boson in Figure 4.22(c), we see that the Non-W shape is

different from the others. We examine this in the following section.
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4.5.2 Non-W Background Reduction

Examining the transverse mass of the W boson in Figure 4.22(c), we see that

the Non-W shape is different from the others. This is expected because the Non-W

background is basically QCD dijets (including bb production) and mis-measured jets.

One would expect a bb event to have a lowMW
T because the lν invariant mass is small

(because it comes from a virtual W boson).

The Non-W background is problematic for this analysis because there is heavy

flavor contamination in the sideband regions. There are two possibilities to deal with

this background. One is to estimate it better, and the other is to reduce it. The MW
T

distribution shows good discrimination, so we can attempt to remove it.

Examining Figures 4.22(c) and 4.22(d), it is clear that the analysis can benefit

from cutting on transverse mass. The optimal point is 20 GeV/c2.

One must also worry that the HT and MW
T cuts are not cutting away the same

events. Figures 4.27 and 4.28 show HT versusMW
T for tt and the Non-W background,

respectively. We can see that these two variables are not very correlated, and so we

expect to gain by cutting on MW
T > 20 GeV on top of the HT > 200 GeV cut.

4.5.3 Examination of Other Variables

We have also examined several other variables to optimize the event selection.

These include

• Missing ET (ET/ ) (Figures 4.23(a)-4.23(b))

• Jet ET of first, second and third jets (Figures 4.24(a),4.25(a),4.26(a))
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• Jet η of first, second, and third jets (Figures 4.24(b),4.25(b),4.26(b))

While there is clear discrimination between signal and background in these variables,

they are subsumed in the HT variable. Once the HT requirement is made, these

variables have little additional power.

Since all of these distributions are included in the HT variable, the discriminating

power is already included.
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Figure 4.22: HT and MW
T distributions for various background contributions and the

tt signal, shown at the limits of the theoretical calculation for the predicted cross
section, 5-9 pb (left and right, respectively). The optimization curves of S/

√
S +B

and S/
√
S +B +∆B2 dashed and dotted (respectively), and the axis of S/

√
S +B

is shown on the right. The histograms are stacked upon each other.
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Figure 4.23: ET/ distribution for various background contributions and the tt signal,
shown at the limits of the theoretical calculation for the predicted cross section,
5-9 pb (left and right, respectively). The optimization curves of S/

√
S +B and

S/
√
S +B +∆B2 dashed and dotted (respectively), and the axis of S/

√
S +B is

shown on the right. The histograms are stacked upon each other.
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Figure 4.24: First jet ET and η distribution for various background contributions and
the tt signal, shown at the lower limit of the theoretical calculation for the predicted
cross section, 5 pb. The optimization curves of S/

√
S +B and S/

√
S +B +∆B2

dashed and dotted (respectively), and the axis of S/
√
S +B is shown on the right.

The histograms are stacked upon each other.
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Figure 4.25: Second jet ET and η distribution for various background contribu-
tions and the tt signal, shown at the lower limit of the theoretical calculation
for the predicted cross section, 5 pb. The optimization curves of S/

√
S +B and

S/
√
S +B +∆B2 dashed and dotted (respectively), and the axis of S/

√
S +B is

shown on the right. The histograms are stacked upon each other.
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Figure 4.26: Third jet ET and η distribution for various background contributions and
the tt signal, shown at the lower limit of the theoretical calculation for the predicted
cross section, 5 pb. The optimization curves of S/

√
S +B and S/

√
S +B +∆B2

dashed and dotted (respectively), and the axis of S/
√
S +B is shown on the right.

The histograms are stacked upon each other.



Chapter 4: Measurement of tt Pair Production Cross Section 212

TM
0 20 40 60 80 100 120 140 160 180 200

T
H

0

50

100

150

200

250

300

350

400

450

500

htmt
Entries  2988
Mean x   71.29
Mean y   332.5
RMS x    26.74
RMS y    66.23
       0     180      10
       0   2796       2
       0       0       0

0

10

20

30

40

50

60

htmt
Entries  2988
Mean x   71.29
Mean y   332.5
RMS x    26.74
RMS y    66.23
       0     180      10
       0   2796       2
       0       0       0

 MCt, tT Vs MTH

Figure 4.27: HT versus MW
T for tt Monte Carlo. This shows that HT

and MW
T are not very correlated for the tt signal.
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Figure 4.28: HT versus MW
T for the Non-W background, represented

by the Region C positive tags. This shows that HT and MW
T are not

very correlated for the Non-W background.
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4.6 Optimized Measurement of tt Cross Section

4.6.1 Optimized Event Selection

We require the same base selection for the optimized measurement, with additional

cuts on the scalar sum of event transverse energies (HT ) and theW leptonic transverse

mass (MW
T ):

• Jets clustered with JetClu with a cone of 0.4, corrected to Level 4 with jet

corrections version jetCorr04b (See Section 2.2.1 for details).

• One tight, isolated trigger lepton

• ET/ > 20.0 GeV (corrected to Level 4)

• Dilepton, Z boson, conversion, cosmic veto

• |∆zlepton−zvtx| < 5.0 cm

• zvtx found with ZVertexModule using the beamline as seed.

• HT > 200 GeV for Njets >= 3

• MW
T > 20 GeV/c2

• ≥ 1 or ≥ 2 positive tight SecVtx tags.

• Signal region defined as: ≥ 3 jets with ET > 15 GeV (at Level 4) and |ηdetector| <

2.0

Event yields are shown in Table 4.18. We then divide the sample into pretags,

≥ 1 tag, and ≥ 2 tags based on SecVtx.
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Data
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

CEM
Pretag 17448 2780 197 95 18
≥ 1+ Tag 246 137 40 34 8
≥ 2+ Tag 0 10 10 6 1
≥ 1− Tag 61 23 4 3 1
≥ 1 +− Tag 0 1 1 1 1
≥ 2− Tag 0 0 0 0 0

CMUP
Pretag 8383 1219 86 34 10
≥ 1+ Tag 108 61 14 18 6
≥ 2+ Tag 0 5 4 6 2
≥ 1− Tag 25 10 2 1 0
≥ 1 +− Tag 0 0 0 0 0
≥ 2− Tag 0 0 0 0 0

CMX
Pretag 4452 677 41 13 6
≥ 1+ Tag 73 34 8 6 4
≥ 2+ Tag 0 0 1 3 0
≥ 1− Tag 11 7 0 0 0
≥ 1 +− Tag 0 0 0 0 0
≥ 2− Tag 0 0 0 0 0

Total
Pretag 30283 4676 324 142 34
≥ 1 Tag 427 232 62 58 18
≥ 2 Tag 0 15 15 15 3
≥ 1− Tag 97 40 6 4 1
≥ 1 +− Tag 0 1 1 1 1
≥ 2− Tag 0 0 0 0 0

Table 4.18: Events Yields for 318.5pb−1 for the optimized event selection.
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4.6.2 Effect of Optimization on Signal Estimate

The HT and MW
T cuts will of course reduce the efficiency to have a top event in

our sample. Table 4.19 compares the number of events before and after the cuts in

tt Monte Carlo, and we see that there is an 8% decrease in the tt signal due to these

cuts.

After the HT and MW
T cuts, the luminosity weighted pretag efficiency is

εttpretag

∫
Ldt = 21.2± 2.0 pb (4.31)

Table 4.4 shows the breakdown of event counts after successive cuts in the ttopel

tt Monte Carlo.

Table 4.19 shows the pretag efficiency times acceptance for both the optimized an

unoptimized analyses.

tt Pretag Acceptance × Efficiency in ≥ 3 jets (εpretag) (%)
HT > 0 GeV, MW

T > 0 GeV/c2 HT > 200 GeV, MW
T > 20 GeV/c2

Total Number of Events 1106645
CEM Pretags 51786 46353
CEM Acc 4.68 ± 0.02 4.21 ± 0.02
CEM Acc*SF 4.27 ± 0.31 3.84 ± 0.29
CMUP Pretags 32975 29126
CMUP Acc 2.98 ± 0.02 2.68 ± 0.02
CMUP Acc * SF 2.25 ± 0.17 2.02 ± 0.15
CMX Pretags 11116 10077
CMX Acc 1.00 ± 0.01 0.90 ± 0.01
CMX Acc * SF 0.91 ± 0.07 0.82 ± 0.06

tt Luminosity Weighted Denominator in ≥ 3 jets (εpretag
∫
Ldt) (%)

Total 23.6 ± 2.1 pb−1 21.2 ± 2.0 pb−1

Table 4.19: Comparison of pretagging rates before and after the HT > 200 GeV
and MW

T > 20 GeV cuts in tt Monte Carlo. The HT cut is only applied for ≥ 3
jets, but the MW

T cut is applied everywhere. Also shown is the luminosity weighted
denominator.

If we cut on the HT of the event, we expect that in the tagging efficiency increases
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because we are effectively cutting harder on the jet ET (in conjunction with the other

transverse energies), and so the average b-tag rate will increase. The heavy flavor

fractions will also change due to the HT cut, because events with heavy flavor can be

affected differently than events with no heavy flavor, and so the ratio between them

can change. We examine the effect on the tt event tagging rate in Table 4.20. The

event tagging efficiency did increase slightly as expected, by about 1%.

tt Event Tagging Efficiency in Data
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Φ≥1e 91.0 ± 6.1 92.7 ± 5.2 93.2 ± 5.0 93.8 ± 4.8 94.1 ± 4.8
≥ 3 jets avg 93.6 ± 4.9
Φ≥2e - 83.2 ± 11.4 84.4 ± 11.6 85.1 ± 11.4 86.4 ± 11.5
≥ 3 jets avg 85.1 ± 11.5

HT > 0 , ε≥1 ∗ Φ1
E 33.5 ± 2.3 50.9 ± 2.9 57.2 ± 3.1 62.3 ± 3.2 63.1 ± 3.2

MW
T > 0 ≥ 3 jets avg 60.1 ± 3.1

ε≥2 ∗ Φ2
E - 9.4 ± 1.3 13.1 ± 1.8 17.7 ± 2.4 18.9 ± 2.5

≥ 3 jets avg 15.7 ± 2.1
Φ≥1e 91.0 ± 6.1 92.7 ± 5.2 93.3 ± 5.0 93.8 ± 4.8 94.2 ± 4.8
≥ 3 jets avg 93.7 ± 4.8
Φ≥2e - 83.2 ± 11.4 84.6 ± 11.6 85.2 ± 11.4 86.4 ± 11.5
≥ 3 jets avg 85.3 ± 11.5

HT > 200 , ε≥1 ∗ Φ1
E 33.4 ± 2.3 50.9 ± 2.9 58.3 ± 3.1 62.8 ± 3.2 63.2 ± 3.2

MW
T > 20 ≥ 3 jets avg 60.9 ± 3.2

ε≥2 ∗ Φ2
E - 9.4 ± 1.3 13.9 ± 1.9 18.0 ± 2.4 19.0 ± 2.5

≥ 3 jets avg 16.4 ± 2.2

Table 4.20: Comparison of the event tagging rates before and after the HT > 200
GeV and MW

T > 20 GeV cuts. The HT cut is only applied for ≥ 3 jets, but the MW
T

cut is applied everywhere. The values are given, along with their ≥ 3 jet average, in
percentage.



Chapter 4: Measurement of tt Pair Production Cross Section 217

4.6.3 Effect of Optimization on Background Estimate

W+HF

The W+HF background will be affected by applying the HT cut. Since there is a

real W in this background, the effect of the MW
T cut will be minimal. Thus, the only

effect that needs to be examined is the effect due to the HT cut. Since the HT cut

is the same as in Ref [48], we can use the same heavy flavor fractions. We reproduce

them in Table 4.21.

Since the event efficiency can change in the same way as the tt, we also examine

the effects of the HT cut on the tagging efficiencies. Table 4.22 shows the efficiencies

before and after the optimization cuts.

W + HF Fractions (%)
Jet Multiplicity 1 jet 2 jets 3 jets ≥ 4 jets

HT > 0 HT > 200 HT > 0 HT > 200

W + bb, 1B 1.0 ± 0.3 1.4 ± 0.4 2.0 ± 0.5 2.4 ± 0.6 2.2 ± 0.6 2.2 ± 0.6
W + bb, 2B - 1.4 ± 0.4 2.0 ± 0.5 2.3 ± 0.6 2.6 ± 0.7 2.6 ± 0.7
W + cc, 1C 1.6 ± 0.4 2.4 ± 0.6 3.4 ± 0.9 3.8 ± 1.0 3.6 ± 1.0 3.5 ± 1.0
W + cc, 2C - 1.8 ± 0.5 2.7 ± 0.7 2.9 ± 0.8 3.7 ± 1.0 3.7 ± 1.0
W + c, 1C 4.3 ± 0.9 6.0 ± 1.3 6.3 ± 1.3 6.0 ± 1.3 6.1 ± 1.3 5.9 ± 1.3

Table 4.21: Heavy flavor fractions taken from Ref [1] before and after optimization
cuts. These are measured using template fits derived from ALPGEN W +QQ+Np
samples applied to the lepton+jets data. TheHT cut affects the heavy flavor fractions,
but theMW

T cut does not. Since we only apply the HT cut for Njets ≥ 3, the fractions
for Njets < 3 are the same.

Non-W Background

The estimation of the Non-W background is effected by both the HT and MW
T

cuts. They also have special consideration in this case. We only apply the HT cut for

events with ET/ > 20 GeV because the lower ET/ regions will generally fail the HT cut
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W+Heavy Flavor Tagging Efficiencies (%)
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

HT > 0 GeV, MW
T > 0 GeV

WBB, 1B, 1 Tag 35.04 ± 2.35 37.93 ± 2.38 39.38 ± 4.08 42.76 ± 3.46
WBB, 2B, 1 Tag 0.00 ± 0.00 57.86 ± 3.52 59.01 ± 4.28 60.50 ± 3.92
WBB, 2B, 2 Tag 0.00 ± 0.00 14.10 ± 1.93 16.06 ± 2.42 17.45 ± 2.83
WCC, 1C, 1 Tag 7.44 ± 1.04 8.78 ± 1.37 12.57 ± 2.33 10.53 ± 4.26
WCC, 2C, 1 Tag 0.00 ± 0.00 15.48 ± 2.40 16.59 ± 3.48 23.32 ± 5.14
WCC, 2C, 2 Tag 0.00 ± 0.00 0.36 ± 0.19 0.18 ± 0.12 0.00 ± 0.00
WC, 1C, 1 Tag 8.19 ± 1.10 8.84 ± 1.23 9.53 ± 1.56 13.16 ± 2.56

HT > 200 GeV, MW
T > 20 GeV

WBB, 1B, 1 Tag 34.94 ± 2.35 38.07 ± 2.34 45.77 ± 4.50 43.58 ± 3.65
WBB, 2B, 1 Tag 0.00 ± 0.00 57.90 ± 3.51 62.78 ± 4.82 62.23 ± 4.06
WBB, 2B, 2 Tag 0.00 ± 0.00 14.12 ± 1.93 18.17 ± 2.80 18.24 ± 3.02
WCC, 1C, 1 Tag 7.40 ± 1.03 8.91 ± 1.38 13.63 ± 2.79 15.22 ± 5.99
WCC, 2C, 1 Tag 0.00 ± 0.00 15.44 ± 2.39 18.71 ± 4.65 26.30 ± 6.33
WCC, 2C, 2 Tag 0.00 ± 0.00 0.33 ± 0.18 0.15 ± 0.15 0.00 ± 0.00
WC, 1C, 1 Tag 8.19 ± 1.10 8.86 ± 1.23 10.94 ± 2.10 14.37 ± 2.95

Table 4.22: Efficiencies of W+HF samples before and after optimization cuts, derived
from exclusive matching of ALPGEN + HERWIG Monte Carlo samples. The scale
factor has been applied.

by construction. We do apply the MW
T cut for ET/ < 20 GeV, however. This changes

the result by 30%, and so we take 30% as an additional systematic uncertainty on

this method. It is important to apply the MW
T cut for ET/ < 20. The class of events

that is being removed for high ET/ (i.e. those with MW
T < 20) should not be used

to scale the Region C tags to Region D. That is, we should remove the same class of

events (i.e. those with MW
T < 20) for all regions symmetrically.

Table 4.23 shows the Non-W background estimates for single and double tags after

the optimization cuts.

W + Light Flavor

The HT and MW
T cuts reduce the sample size in all jet bins. Therefore, the tag

rate parameterization predictions will also change over all jet bins. Table 4.24 shows
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Non-W
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Electrons
FNon−W (%) 9.21 ± 2.31 12.06 ± 3.08 7.44 ± 2.34

NB
+ /N

A
+ (%) 39.60 ± 1.93 34.14 ± 3.79 42.24 ± 8.64

Ntagmethod
+ 45.43 ± 15.75 17.27 ± 6.56 3.83 ± 2.13 0.71 ± 0.80 0.56 ± 0.65

RB+ (%) 1.63 ± 0.33 3.29 ± 0.74 7.64 ± 2.17 13.75 ± 6.96 3.39 ± 11.42

Npretagmethod
+ 26.16 ± 8.47 11.04 ± 3.75 1.12 ± 0.48 0.97 ± 0.59 0.05 ± 0.15

RB++ (%) 0.00 ± 0.00 0.04 ± 0.04 1.04 ± 0.60 5.43 ± 4.14 5.99 ± 6.49

Npretagmethod
++ 0.00 ± 0.00 0.14 ± 0.13 0.15 ± 0.10 0.38 ± 0.32 0.08 ± 0.09

Pretag 1607.56 ± 403.69 335.18 ± 85.63 14.66 ± 4.61 7.07 ± 2.22 1.34 ± 0.42
≥ 1+ Tag 30.49 ± 7.41 12.58 ± 3.23 1.25 ± 0.47 0.88 ± 0.46 0.07 ± 0.15
≥ 2+ Tag 0.00 ± 0.00 0.14 ± 0.13 0.15 ± 0.10 0.38 ± 0.32 0.07 ± 0.09

Muons
FNon−W (%) 3.20 ± 0.81 3.78 ± 1.00 2.80 ± 1.10

NB
+ /N

A
+ (%) 12.68 ± 1.29 12.59 ± 2.73 22.93 ± 9.71

Ntagmethod
+ 6.31 ± 2.36 3.38 ± 1.51 0.05 ± 0.33 -0.08 ± 0.24 0.10 ± 0.24

RB+ (%) 1.75 ± 0.39 4.60 ± 1.34 9.92 ± 5.09 44.27 ± 45.90 42.95 ± 95.94

Npretagmethod
+ 7.19 ± 2.42 3.30 ± 1.30 0.35 ± 0.23 0.58 ± 0.65 0.19 ± 0.44

RB++ (%) 0.00 ± 0.00 0.23 ± 0.17 4.40 ± 2.98 19.45 ± 18.00 172.44 ± 230.49

Npretagmethod
++ 0.00 ± 0.00 0.17 ± 0.13 0.16 ± 0.12 0.26 ± 0.26 0.77 ± 1.08

Pretag 410.61 ± 103.74 71.71 ± 18.95 3.55 ± 1.40 1.31 ± 0.52 0.45 ± 0.18
≥ 1+ Tag 6.74 ± 1.66 3.33 ± 0.98 0.25 ± 0.17 0.00 ± 0.22 0.12 ± 0.21
≥ 2+ Tag 0.00 ± 0.00 0.17 ± 0.13 0.16 ± 0.12 0.00 ± 0.26 0.12 ± 1.08

Table 4.23: Non-W background estimation for single and double tags, for HT > 200
GeV and MW

T > 20 GeV. Note that the HT cut is only applied for ET/ > 20 GeV
because the loss of the 20 GeV causes most of the events to fail the HT cut. tt is
removed from the sideband regions in this table, after iterating to the measured cross
section of 8.7. This is for the optimized analysis.

the summary of the W + LF mistags for the optimized analysis.
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W + LF Mistags
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Raw Tag Matrix Predictions
(+) Pred 440.36 ± 5.13 164.69 ± 1.02 26.06 ± 0.64 15.85 ± 0.10 4.51 ± 0.06
(-) Pred 94.43 ± 4.95 40.25 ± 0.94 7.80 ± 0.63 4.69 ± 0.07 1.32 ± 0.04
(+,-) Pred 0.00 ± 0.00 1.11 ± 0.15 1.07 ± 0.05 1.47 ± 0.08 0.52 ± 0.05
(-,-) Pred 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Tag Matrix Predictions, Including αLF × β
(-) Pred ×αLF β 107.95 ± 4.95 50.84 ± 0.94 10.84 ± 0.63 6.59 ± 0.07 1.87 ± 0.04
(+,-) Pred ×αLF β 0.00 ± 0.00 1.45 ± 0.15 1.50 ± 0.05 2.07 ± 0.08 0.74 ± 0.05

Number of W+LF Mistags (corrected for σtt = 8.7 pb)
≥ 1 Tag 93.08 ± 19.09 38.23 ± 7.68 5.80 ± 1.21 1.86 ± 0.37 0.28 ± 0.06
≥ 2 Tag 0.00 ± 0.00 0.48 ± 0.11 0.10 ± 0.04 0.17 ± 0.04 0.05 ± 0.04

Table 4.24: Raw mistag matrix prediction, prediction scaled to correct for light flavor
asymmetry, and W+LF estimate removing other backgrounds (assuming σtt = 8.7
pb). This is for the optimized analysis.
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4.7 Systematic Uncertainties

4.7.1 Background Systematics

The systematics on the various backgrounds come from several sources. The

following uncertainties are derived elsewhere and we use the determined systematics:

• Heavy flavor fractions: This affects the W+HF backgrounds. The system-

atics on the heavy flavor fractions are taken to be the same as calculated in

Ref [1]. There is an overall relative uncertainty of 26% on the heavy flavor

fractions.

• B-Tagging Scale Factor: This affects the W+HF, electroweak, and single

top backgrounds, as well as the signal prediction. We take the systematic from

Ref [37]. There is an overall relative uncertainty of 6.6% on the scale factor.

• B-Tagging Tag Matrices: This affects the mistag background. We take the

systematic from Ref [42]. There is an overall relative uncertainty of 8% from

the matrix itself and 22% due to the light flavor asymmetry, for a total of 23%

relative uncertainty on the mistag prediction.

• Lepton ID Scale Factors: This affects the electroweak and single top back-

grounds, and the signal prediction. We take the systematic from Ref [45]. There

is an overall relative uncertainty of 8% on the lepton ID scale factors.

The following uncertainties are specific to this analysis and are estimated here:

• Jet energy scale: The variation in jet energy scale affects the tt efficiency,

the electroweak and single top backgrounds, and the W+HF background. We
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use the procedure outlined in [20] to estimate the effect of the JES on these

backgrounds.

• Non-W Background Specific: This background has an additional uncer-

tainty due to the definition of the sideband regions. We vary the definition of

the sideband regions, and take the average of the deviations as an additional

systematic.

Non-W Background Systematics

The ET/ versus isolation method of determining the Non-W background carries a

systematic due to the definition of the background regions. To determine the effect

of this on the Non-W background estimate, we add the sideband regions into the

main regions and re-calculate FNon−W . The results of this variation can be found in

Table 4.25. Specifically, we move the isolation region definition up and down by 0.1,

and the ET/ region definition up and down by 10 GeV.

We see that the results of varying the isolation region up and down results in an

average deviation of 23.5%, and that varying the ET/ region up and down results in

an average deviation of 21.3%. We take 25% as our systematic for this effect. We

take this to be the same for electrons and muons.

We also assign an additional 50% systematic on the Non-W double-tag estimate

because of the use of the Feldman-Cousins prescription described in Section 4.4.1.

Thus, the overall systematic on the Non-W double tags is 60%.
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Variation ∆FNon−W , Ele (%) ∆FNon−W , Muo (%) Average
Isolation Down 0.1 52% 16%
Isolation Up 0.1 3% 23% 23.5%
ET/ Down 10 GeV 4% 19%
ET/ Up 10 GeV 32% 30% 21.3%

Table 4.25: Effect of varying the ET/ versus isolation sidebands on the Non-W
background. We take 25% as our overall systematic.

Overall Background Uncertainties

Table 4.26 describes the uncertainties on the various backgrounds and the tt signal,

and how they are estimated.

Background Level Fractional Uncertainties
≥ 1 Tag ≥ 2 Tags Estimated From

EW 11% 16% Lepton ID + modeling (6.7%), b-tag SF (6.6%),
+ Single Top JES(3.9%), lum (6.0%)
W+HF 26% 28% Matching (15%), ISR/FSR (10%), mQ (6%)

JES (5%), PDF (5%), Q2 scale (4%), b-tag SF (6.6%)
Mistags 23% 23% Mistag matrix (8%), light-flavor asymmetry (22%)
Non-W, 25% n/a Vary sidebands (25%)

Tag Method
Non-W, 33% 60% FNon−W (25%), RB (20%)

Pretag Method small stats (double tags:50%)

Table 4.26: Background level uncertainties summary for the unoptimized analysis.

4.7.2 Jet Energy Scale

We use the procedure outlined in [20] to estimate the systematic due to the

jet energy scale. We estimate the background levels varying the jet energy scale by

±1σ, and take the average deviation as a systematic on the result. The results are

summarized below for each background.
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Background Level Fractional Uncertainties
≥ 1 ≥ 2 Estimated From

EW + 11% 16% Lepton ID + modeling (7.4%),
Single Top b-tag SF (6.6%), JES(4.3%), lum (6.0%)
W+HF 26% 28% Matching (15%), ISR/FSR (10%), mQ (6%)

JES (5.0%), PDF (5%), Q2 scale (4%), b-tag SF (6.6%)
Mistags 23% 23% Mistag matrix (8%), light-flavor asymmetry (22%)
Non-W, 39% n/a Vary sidebands (25%), apply MW

T for ET/ < 20 (30%)
Tag Method

Non-W, 44% 60% FNon−W (25%), RB (20%)
Pretag Method apply MW

T for ET/ < 20 (30%), small stats (double tags:50%)

Table 4.27: Background systematics summary for the optimized analysis.

Species JES systematic
tt 2.9%
EW + Single Top 2.9%
W+HF 5.0%

Table 4.28: Effect of varying the jet energy scale on tt, electroweak and single top, and
W+HF backgrounds. We apply the same systematic to the electroweak and single
top as the tt acceptance. The effect of the jet energy scale on the W+HF background
is taken from Ref [1].

tt Acceptance

We have calculated the jet energy scale systematic on the tt acceptance at different

stages of the analysis. We use the total systematic function provided by the jet energy

group. The effect of the jet energy scale on the tt expectation is 2.9%. Table 4.28

shows the effect of variation of the jet energy scale.

Backgrounds

• W+HF: The jet energy scale systematic is already included in the overall

systematic for the heavy flavor fractions. Ref [1] estimates 5% systematic on
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W + bb and W + cc, and a 10% systematic on W + c.

• Electroweak and Single Top: The electroweak and single top backgrounds

were assumed to have the same jet energy scale systematic as the tt signal

expectation. We take the same 2.9% systematic on these backgrounds due to

the jet energy scale.

4.7.3 B-Tag Efficiency

The uncertainty of the b-tagging efficiency is the same as the uncertainty on the

b-tagging scale factor as described in Section 3.4.3. Because there are two b-jets

possible in tt events, the impact of the b-tagging event efficiency is slightly less than

the uncertainty on the per-jet efficiency. In order to see this, we imagine the only

tags are on b-jets and write the event tagging efficiency as

εev = F1bε+ 2F2bε(1− ε) + F2bε
2 (4.32)

So the fractional uncertainty of the event efficiency due to the per-jet efficiency is

dεev
εev

=
dε

ε

[
(F1b + 2F2b)− 2F2bε

(F1b + 2F2b)− F2bε

]
(4.33)

As F2b×ε is positive, the quantity in brackets is strictly less than one, so the fractional

uncertainty of the event tagging efficiency is less than the fractional uncertainty on

the per-jet efficiency. The value depends on the fraction of events with 1b versus 2b

and the per-jet efficiency. In our case, the total uncertainty on the per-jet efficiency

is 6.6% (from the scale factor), and the total uncertainty on the event efficiency is

5.2%.
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4.7.4 Lepton ID Scale Factors

The actual effect of the lepton ID scale factor is quite small. The lepton ID and

trigger efficiencies are determined in Z → `+`− samples where one leg is required to

pass tight cuts, and the other leg is considered a probe. The backgrounds to these

samples are minuscule, and so an unbiased sample of leptons can be easily selected.

A much larger systematic uncertainty comes from applying the lepton ID scale

factors to samples in which there are jets. When the leptons are close to jets (i.e. are

non-isolated), it is not guaranteed that the lepton ID scale factors for isolated leptons

applies directly.

The problem is that examining the lepton isolation versus the number of jets is a

very statistically limited method of determining the scale factor. Instead, we examine

the lepton ID scale factor in Z+1 jet events as a function of the distance to the nearest

jet. As the results are statistically limited, we conservatively apply a 5% systematic

due to this effect.

For full details, see References [49, 50, 51]

4.7.5 Luminosity

The luminosity uncertainty comes from two sources. Firstly, there is the intrinsic

resolution of the Cerenkov luminosity counter. There is also an uncertainty due to the

total inelastic pp cross section. These are approximately 5% and 3% uncertainties,

respectively, resulting in a total uncertainty of 5.9% on the luminosity measurement.
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4.7.6 Monte Carlo Uncertainties

There are several uncertainties on the acceptance times efficiency that arise from

the Monte Carlo. These are not the same uncertainties as the theoretical prediction,

but they come from the same places. The event selection efficiency can vary given the

variation of several quantities. These quantities are the uncertainties due to initial

and final state radiation, the parton distribution function, and the event model for tt

production.

In order to take into account these uncertainties, the efficiency times acceptance

is examined after varying these parameters, and the full differences are taken as

systematic uncertainties. We now discuss each in detail.

4.7.7 Initial and Final State Radiation

As mentioned above, it is very difficult to get a good handle on the initial and

final state radiation model to use. If there are different amounts of radiation in the

event, the kinematics can change, and the acceptance can be affected.

We have performed the analysis in four different configurations, one each of varying

ΛQCD by 2.0 and 0.5 in ISR and FSR. We summed the differences of the different

samples in quadrature to obtain the total uncertainty. Table 4.29 shows the results

of the calculation on the pretag efficiency.

We assign a systematic of 2.0% due to changing the initial and final state radiation.
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Sample Change in Cross Section
Less ISR (ΛQCD/2.0) −1.5%
More ISR (ΛQCD ∗ 2.0) −0.2%
Less FSR (ΛQCD/2.0) 0.0%
More FSR (ΛQCD ∗ 2.0) −0.9%
Quadrature Sum 1.8%

Table 4.29: Changes in cross section due to different initial and final state radiation
configurations.

4.7.8 Parton Distribution Functions

The parton distribution function chosen for this analysis was the CTEQ parame-

terization outlined in [10, 11]. There are uncertainties associated with this parame-

terization, as well as other parameterizations that could change the kinematics of the

event slightly, thus changing the acceptance.

In order to account for this, we re-weight the events that are already generated

with the new PDF eigenvectors. The weight for each event is the ratio of the PDFs

of the new set with the ratio of the old set. We then sum the weights to determine

the effect on the cross section. We repeat this for the variations of the PDF we have

used for the analysis, as well as performing the same for the MRST PDF set.

We determine that there is a 2.0% systematic uncertainty associated with our

choice of PDF.

4.7.9 Event Model

The production models used for different Monte Carlo generators are based on

different assumptions. Thus, there are small differences in the way processes can be

produced (i.e. pT and η distributions). Because of this, a systematic uncertainty
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must be assigned to cover these differences.

We have chosen to use PYTHIA as our Monte Carlo generator for the signal sample.

In order to deal with this systematic, we have also performed the analysis using the

HERWIG generator. One caveat is that the branching ratios of W → `ν are different

between the two. In PYTHIA, the measured value of 0.108 is used, while in HERWIG,

the theoretical value of 0.111 is used. Correcting for this difference, we see a change

of 1.0% in our result. Thus, we assign a 1.0% systematic uncertainty for the Monte

Carlo event model.

4.7.10 Summary of Systematic Uncertainties

A summary table showing all the uncertainties on the various components of the

analysis and the effect on the tt cross section is given in Table 4.31.

4.8 Results

4.8.1 Unoptimized Background Summary

Table 4.32 shows the summary (from Tables C.4-C.10, C.11,C.12-C.14, and C.17)

for the different components of the unoptimized analysis in the ≥ 3 jet bin. Note

that the pretag efficiency for the W+HF backgrounds are calculated using:

εpretag =
NW+JetsfHF
σW+HF

∫
Ldt (4.34)

where σW+HF is the sum of the 3+4 jet bin cross sections in Table 4.16. The other

backgrounds use the cross sections given in Table 4.11, and the tt is taken at the

measured value of the cross section.
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HT > 0, MT > 0
Quantity Variation in Quantity Variation in σtt
Systematic ≥ 1 Tags ≥ 2 Tags ≥ 1 Tags ≥ 2 Tags
Lepton ID (CEM) 1.6 1.6
Lepton ID (CMUP) 1.9 1.9
Lepton ID (CMX) 1.7 1.7
ISR/FSR 2.0 2.0
PDF 2.0 2.0
PYTHIA vs HERWIG 1.0 1.0
Lepton Isolation 5.0 5.0
JES 2.9 2.9
b-tagging SF 6.6 5.2 13.5
W +HF 26 26 6.2 2.6
W + LF 20 66 2.2 0.5
EW and Single top 12 18 0.9 0.8
Non-W 30 60 2.7 12.0
Total Backgrounds 7.3 13.1
Luminosity 5.9 5.9

Table 4.30: Uncertainty of each component used to compute σtt, and effect on σtt.
All numbers are quoted in percentage. This is for the unoptimized analysis.
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HT > 200, MT > 20
Quantity Variation in Quantity Variation in σtt
Systematic ≥ 1 Tags ≥ 2 Tags ≥ 1 Tags ≥ 2 Tags
Lepton ID (CEM) 1.6 1.6
Lepton ID (CMUP) 1.9 1.9
Lepton ID (CMX) 1.7 1.7
ISR/FSR 2.0 2.0
PDF 2.0 2.0
PYTHIA vs HERWIG 1.0 1.0
Lepton Isolation 5.0 5.0
JES 4.3 4.3
b-tagging SF 6.6 5.2 13.5
W +HF 26 26 3.8 1.5
W + LF 20 66 1.4 0.4
EW and Single top 12 18 0.6 0.5
Non-W 39 60 1.2 5.7
Total Backgrounds 4.4 5.4 5.0
Luminosity 5.9 5.9

Table 4.31: Uncertainty of each component used to compute σtt, and effect on σtt.
All numbers are quoted in percentage. This is for the optimized analysis.
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εpretag ε≥1 ε≥2 Npre N≥1 N≥2
tt ( 8.9 pb) 7.47 ± 0.49 60.06 ± 3.13 15.73 ± 2.13 209.66 ± 18.51 125.85 ± 12.92 32.96 ± 5.33

W + bb (*) 3.52 ± 1.17 49.49 ± 2.84 8.21 ± 1.10 25.79 ± 8.58 12.76 ± 4.34 2.12 ± 0.78
W + cc (*) 2.99 ± 1.03 14.53 ± 1.87 0.07 ± 0.02 39.31 ± 13.51 5.71 ± 2.12 0.03 ± 0.01
W + c (*) 1.69 ± 0.48 9.49 ± 1.25 0.00 ± 0.00 39.55 ± 11.20 3.75 ± 1.22 0.00 ± 0.00
W + LF - - - 583.64± 51.55 13.54± 2.74 0.58 ± 0.15
Non-W - - - 101.24± 27.98 10.38± 3.96 1.99 ± 4.31
Single top, t-channel 1.57 ± 0.11 51.78 ± 2.94 9.45 ± 1.33 3.27 ± 0.93 1.69 ± 0.49 0.31 ± 0.10
Single top, s-channel 2.26 ± 0.15 61.01 ± 3.15 15.73 ± 2.12 2.08 ± 0.20 1.27 ± 0.14 0.33 ± 0.06
WW 0.76 ± 0.05 5.32 ± 0.74 0.10 ± 0.05 31.30 ± 2.84 1.66 ± 0.31 0.03 ± 0.02
WZ 0.44 ± 0.03 15.04 ± 1.26 2.23 ± 0.41 5.51 ± 0.51 0.83 ± 0.11 0.12 ± 0.03
ZZ 0.09 ± 0.01 14.77 ± 2.03 2.32 ± 0.75 0.43 ± 0.04 0.06 ± 0.01 0.01 ± 0.00
Z → ττ 0.01 ± 0.00 6.28 ± 2.28 0.00 ± 0.00 0.38 ± 0.06 0.03 ± 0.01 0.00 ± 0.00

Table 4.32: Background summary for events in ≥ 3 jets for unoptimized analysis. Note that the W+HF backgrounds
(denoted by *) use an effective cross section for the pretag efficiency. Also note that ≥ 2 numbers have been iterated
to the same cross section as ≥ 1.
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4.8.2 Unoptimized Results

The luminosity weighted pretag efficiency in ≥ 3 jets is

εttpretag

∫
Ldt = 23.6± 2.1 pb−1 (4.35)

The tag rate in ≥ 3 jets is

εtt≥1 tag = 60.06± 3.13% (4.36)

εtt≥2 tag = 15.73± 2.13% (4.37)

To obtain the cross section, we start the analysis assuming σ = 6.1 pb. We then

iterate until the results are stable to < 1%. The number of observed events is 171 for

the single tags and 36 for the double tags. After iteration, the number of background

events is

N≥1 tag
bkg = 51.70± 9.11 (4.38)

N≥2 tag
bkg = 5.61± 3.98 (4.39)

This gives unoptimized cross sections of

σ≥1 = 8.9± 0.9(stat)± 1.1(sys) pb (4.40)

σ≥2 = 8.2± 1.6(stat)± 1.7(sys) pb (4.41)

The Poisson asymmetric uncertainties of these cross sections are

σ≥1 = 8.9+1.0−0.9(stat)
+1.2
−1.0(sys) pb (4.42)

σ≥2 = 8.2+1.7−1.5(stat)
+2.0
−1.5(sys) pb (4.43)
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Figures 4.30(a) and 4.30(b) show the likelihood curves with statistical uncertainty

bands.

4.8.3 Optimized Background Summary

Table 4.33 shows the summary (from Tables C.19-C.26, C.27,C.28-C.30, and C.33)

for the different components of the optimized analysis in the ≥ 3 jet bin. Note that

the pretag efficiency for the W+HF backgrounds are calculated using:

εpretag =
NW+JetsfHF
σW+HF

∫
Ldt (4.44)

where σW+HF is the sum of the 3+4 jet bin cross sections in Table 4.16. The other

backgrounds use the cross sections given in Table 4.11, and the tt is taken at the

measured value of the cross section.
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εpretag ε≥1 ε≥2 Npre N≥1 N≥2
tt ( 8.7 pb) 6.71 ± 0.49 60.93 ± 3.15 16.37 ± 2.21 184.32 ± 17.29 112.25 ± 12.04 30.13 ± 4.96

W + bb (*) 1.71 ± 0.62 53.83 ± 3.08 9.06 ± 1.21 12.54 ± 4.52 6.75 ± 2.48 1.14 ± 0.45
W + cc (*) 1.37 ± 0.51 16.38 ± 2.09 0.05 ± 0.01 18.07 ± 6.76 2.96 ± 1.19 0.01 ± 0.00
W + c (*) 0.68 ± 0.22 10.66 ± 1.41 0.00 ± 0.00 15.88 ± 5.06 1.69 ± 0.61 0.00 ± 0.00
W + LF - - - 219.07± 31.86 7.94 ± 1.64 0.32 ± 0.12
Non-W - - - 28.38 ± 9.35 2.58 ± 1.34 0.88 ± 1.71
Single top, t-channel 0.96 ± 0.07 54.78 ± 3.11 10.52 ± 1.51 2.01 ± 0.58 1.10 ± 0.32 0.21 ± 0.07
Single top, s-channel 1.52 ± 0.12 63.26 ± 3.28 17.27 ± 2.34 1.40 ± 0.15 0.88 ± 0.10 0.24 ± 0.04
WW 0.37 ± 0.03 6.45 ± 0.94 0.12 ± 0.08 15.23 ± 1.49 0.98 ± 0.20 0.02 ± 0.02
WZ 0.22 ± 0.02 17.04 ± 1.55 2.22 ± 0.49 2.80 ± 0.28 0.48 ± 0.07 0.06 ± 0.02
ZZ 0.05 ± 0.00 14.62 ± 2.52 2.01 ± 0.89 0.22 ± 0.02 0.03 ± 0.01 0.00 ± 0.00
Z → ττ 0.00 ± 0.00 8.64 ± 5.23 0.00 ± 0.00 0.08 ± 0.02 0.01 ± 0.01 0.00± 0.01

Table 4.33: Background summary for ≥ 3 jets for optimized analysis. Note that the W+HF backgrounds (denoted by
*) use an effective cross section for the pretag efficiency.
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4.8.4 Optimized Results

The luminosity weighted pretag efficiency in ≥ 3 jets using HT > 200 GeV and

MW
T > 20 GeV/c2 is

εttpretag

∫
Ldt = 21.2± 2.0 pb−1 (4.45)

The tag rate in ≥ 3 jets is

εtt≥1 tag = 60.93± 3.15% (4.46)

εtt≥2 tag = 16.37± 2.21% (4.47)

To obtain the cross section, we start the analysis assuming σ = 6.1 pb. We then

iterate until the results are stable to < 1%. The number of observed events is 138 for

the single tags and 33 for the double tags. After iteration, the number of background

events is

N≥1 tag
bkg = 25.41± 4.94 (4.48)

N≥2 tag
bkg = 2.89± 1.94 (4.49)

This gives cross sections of

σ≥1 = 8.7± 0.9(stat)± 1.0(sys) pb (4.50)

σ≥2 = 8.7± 1.7(stat)± 1.6(sys) pb (4.51)

The results of the Method 2 background calculation are shown in Table 4.35,

along with the prediction from tt. The tt contribution is shown at the measured cross

sections.
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The Poisson asymmetric uncertainties of these cross sections are

σ≥1 = 8.7+0.9−0.9(stat)
+1.2
−0.9(sys) pb (4.52)

σ≥2 = 8.7+1.8−1.6(stat)
+1.9
−1.3(sys) pb (4.53)

Figures 4.30(c) and 4.30(d) show the likelihood curves with statistical uncertainty

bands.

Unoptimized Event Counts
Jet Multiplicity 1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Pretags
Data 30628 4791 769 179 36
tt ( 8.9 pb) 9.20 ± 0.82 49.55 ± 4.40 96.66 ± 8.58 86.37 ± 7.67 26.63 ± 2.38

≥ 1 Tags
EW 4.47 ± 0.69 8.47 ± 1.25 2.10 ± 0.34 0.39 ± 0.08 0.10 ± 0.03
Single Top 6.86 ± 1.71 11.55 ± 2.42 2.50 ± 0.53 0.41 ± 0.09 0.06 ± 0.01
Non-W 42.25 ± 10.05 19.34 ± 4.77 6.70 ± 1.92 3.07 ± 1.06 0.61 ± 0.39
W + LF 94.05 ± 19.28 39.12 ± 7.86 11.05 ± 2.24 2.27 ± 0.45 0.22 ± 0.05
W + c 99.23 ± 26.61 21.06 ± 6.03 3.22 ± 0.98 0.51 ± 0.23 0.02 ± 0.02
W + cc 33.52 ± 10.17 20.13 ± 6.60 4.88 ± 1.70 0.81 ± 0.40 0.02 ± 0.02
W + bb 98.74 ± 32.37 55.13 ± 17.85 10.94 ± 3.44 1.70 ± 0.79 0.12 ± 0.12
tt ( 8.9 pb) 3.08 ± 0.35 25.19 ± 2.66 55.28 ± 5.74 53.78 ± 5.50 16.80 ± 1.73
Bkg 379.12 ± 72.53 174.80 ± 32.04 41.39 ± 6.84 9.16 ± 1.83 1.15 ± 0.43
Bkg + tt 382.20 ± 72.53 199.99 ± 32.15 96.67 ± 8.93 62.94 ± 5.80 17.95 ± 1.78
Data 432 242 95 63 19

≥ 2 Tags
EW - 0.42 ± 0.09 0.14 ± 0.04 0.02 ± 0.01 0.01 ± 0.01
Single Top - 1.52 ± 0.29 0.53 ± 0.13 0.09 ± 0.03 0.02 ± 0.01
Non-W - 0.29 ± 0.17 0.90 ± 0.50 0.78 ± 0.49 0.34 ± 2.64
W + LF - 0.55 ± 0.12 0.30 ± 0.06 0.20 ± 0.04 0.08 ± 0.05
W +HF - 8.39 ± 2.93 1.84 ± 0.62 0.34 ± 0.16 0.03 ± 0.02
tt ( 8.2 pb) - 4.28 ± 0.70 11.68 ± 1.91 14.06 ± 2.27 4.63 ± 0.74
Bkg - 11.17 ± 2.96 3.71 ± 0.82 1.42 ± 0.52 0.48 ± 2.64
Bkg + tt - 15.46 ± 3.04 15.39 ± 2.08 15.48 ± 2.33 5.11 ± 2.74
Data - 15 17 16 3

Table 4.34: Method 2 background calculation summary for 318.5 pb−1 for the unop-
timized analysis. Here the tt prediction is show for the measured cross sections of 8.9
pb and 8.2 pb for ≥ 1 and ≥ 2 tags, respectively. Taken from tables as described in
Section 4.8.1.
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Optimized Event Counts
Jet Multiplicity 1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Pretags
Data 30283 4676 324 142 34
tt ( 8.7 pb) 8.80 ± 0.83 47.13 ± 4.45 79.67 ± 7.51 79.48 ± 7.49 25.16 ± 2.39

≥ 1 Tags
EW 4.38 ± 0.69 8.28 ± 1.25 1.13 ± 0.20 0.28 ± 0.06 0.09 ± 0.03
Single Top 6.75 ± 1.70 11.31 ± 2.41 1.59 ± 0.34 0.34 ± 0.08 0.05 ± 0.01
Non-W 37.23 ± 8.96 15.91 ± 4.01 1.51 ± 0.54 0.88 ± 0.54 0.19 ± 0.26
W + LF 93.08 ± 19.09 38.23 ± 7.68 5.80 ± 1.21 1.86 ± 0.37 0.28 ± 0.06
W + c 98.90 ± 26.31 20.78 ± 5.90 1.28 ± 0.41 0.39 ± 0.18 0.03 ± 0.02
W + cc 33.25 ± 10.02 19.92 ± 6.49 2.22 ± 0.81 0.72 ± 0.36 0.02 ± 0.02
W + bb 98.13 ± 31.97 54.39 ± 17.49 5.32 ± 1.75 1.28 ± 0.61 0.15 ± 0.12
tt ( 8.7 pb) 2.94 ± 0.35 23.99 ± 2.64 46.47 ± 5.04 49.88 ± 5.34 15.89 ± 1.72
Bkg 371.71 ± 71.52 168.81 ± 31.33 18.84 ± 3.30 5.75 ± 1.34 0.82 ± 0.31
Bkg + tt 374.65 ± 71.52 192.80 ± 31.44 65.31 ± 6.02 55.64 ± 5.51 16.71 ± 1.74
Data 427 232 62 58 18

≥ 2 Tags
EW - 0.41 ± 0.08 0.06 ± 0.02 0.01 ± 0.01 0.01 ± 0.01
Single Top - 1.48 ± 0.28 0.36 ± 0.09 0.08 ± 0.02 0.02 ± 0.01
Non-W - 0.31 ± 0.20 0.31 ± 0.18 0.38 ± 0.44 0.19 ± 1.09
W + LF - 0.48 ± 0.11 0.10 ± 0.04 0.17 ± 0.04 0.05 ± 0.04
W +HF - 8.25 ± 2.86 0.89 ± 0.32 0.24 ± 0.12 0.02 ± 0.02
tt ( 8.7 pb) - 4.42 ± 0.74 11.06 ± 1.84 14.28 ± 2.35 4.78 ± 0.78
Bkg - 10.93 ± 2.89 1.71 ± 0.38 0.88 ± 0.46 0.29 ± 1.09
Bkg + tt - 15.35 ± 2.99 12.78 ± 1.88 15.16 ± 2.39 5.07 ± 1.35
Data - 15 15 15 3

Table 4.35: Method 2 background calculation summary for 318.5 pb−1 for the opti-
mized analysis. Here the tt prediction is shown for the measured cross section of 8.7
pb (single) and 8.7 pb (double). Taken from tables as described in Section 4.8.3.



Chapter 4: Measurement of tt Pair Production Cross Section 239

Number of Jets
1 2 3 4  5≥

N
u

m
b

er
 o

f 
E

ve
n

ts

0

100

200

300

400

500

Number of Jets
1 2 3 4  5≥

N
u

m
b

er
 o

f 
E

ve
n

ts

0

100

200

300

400

500

bWb

cWc

Wc

W+LF Mistags

Non-W

Single Top

ττ→Diboson+Z

=6.1 pbσ, tt

=8.9pbσ,tt
σ 1 ± tt

-1Data, 318 pb

)
-1

CDF RunII Preliminary (318 pb
2 = 178 GeV/ctopM

(a) Unoptimized, ≥ 1 Tag, σ = 8.9 pb

Number of Jets
1 2 3 4  5≥

N
u

m
b

er
 o

f 
E

ve
n

ts

0

5

10

15

20

25

Number of Jets
1 2 3 4  5≥

N
u

m
b

er
 o

f 
E

ve
n

ts

0

5

10

15

20

25

bWb

cWc

Wc

W+LF Mistags

Non-W

Single Top

ττ→Diboson+Z

=6.1 pbσ, tt

=8.2pbσ,tt
σ 1 ± tt

-1Data, 318 pb

)
-1

CDF RunII Preliminary (318 pb
2 = 178 GeV/ctopM

(b) Unoptimized, ≥ 2 Tag, σ = 8.2 pb

Number of Jets
1 2 3 4  5≥

N
u

m
b

er
 o

f 
E

ve
n

ts

0

100

200

300

400

500

Number of Jets
1 2 3 4  5≥

N
u

m
b

er
 o

f 
E

ve
n

ts

0

100

200

300

400

500

bWb

cWc

Wc

W+LF Mistags

Non-W

Single Top

ττ→Diboson+Z

=6.1 pbσ, tt

=8.7pbσ,tt
σ 1 ± tt

-1Data, 318 pb

)
-1

CDF RunII Preliminary (318 pb
2 = 178 GeV/ctopM

 3≥ 
jets

 > 200 GeV For NTH

(c) Optimized, ≥ 1 Tag, σ = 8.7 pb

Number of Jets
1 2 3 4  5≥

N
u

m
b

er
 o

f 
E

ve
n

ts

0

100

200

300

400

500

Number of Jets
1 2 3 4  5≥

N
u

m
b

er
 o

f 
E

ve
n

ts

0

100

200

300

400

500

bWb

cWc

Wc

W+LF Mistags

Non-W

Single Top

ττ→Diboson+Z

=6.1 pbσ, tt

=8.7pbσ,tt
σ 1 ± tt

-1Data, 318 pb

)
-1

CDF RunII Preliminary (318 pb
2 = 178 GeV/ctopM

 3≥ 
jets

 > 200 GeV For NTH

(d) Optimized, ≥ 2 Tag, σ = 8.7 pb

Figure 4.29: Number of jets for unoptimized and optimized analyses. tt cross sections
are shown at the measured values in all cases. Total expectation is shown with 1σ
error bands in diagonal hatching.
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Figure 4.30: Likelihood curves for unoptimized and optimized analyses.
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4.8.5 A priori Expectation

The a priori expectation of the variance of the tt cross sections can be determined

by taking the expected background inputs for σ = 6.1 pb, and varying them within

their Gaussian uncertainties. The final number of events per bin is then fluctuated in

a Poisson distribution. We can then obtain the expected cross sections, and examine

the ratio of σ≥2 to σ≥1.

Figure 4.31(a) shows the results of 10000 pseudoexperiments of the tt cross sections

for ≥ 1 and ≥ 2 tags, assuming σ = 6.1 pb. It also shows the ratio σ≥2/σ≥1 to see

what the possible spread is between the two measurements.

We see that the mean values of the expected experiments are at 6.1 pb, which is

the input value. We also see that the average ratio is 1.0. Given this distribution,

there is a probability of 6% that the cross section is 6.1 and we measure 8.7.

Figure 4.31(b) shows the results of 10000 similar pseudoexperiments of the tt cross

sections for ≥ 1 and ≥ 2 tags, assuming σ = 6.1 pb. However, in this case, we have

only selected experiments where the ≥ 1 cross section has fluctuated from 6.1 pb to

> 8.7 pb. The probability of obtaining a ≥ 2 cross section of > 8.7 pb is still high,

even given a fluctuation in the ≥ 1 cross section. The distribution of the ratio of

≥ 2/ ≥ 1 is also shown.

4.8.6 Top Mass Dependence

Since we have quoted our cross section at a specific top mass (178 GeV/c2), it is

necessary to give the dependence on the assumed top mass input. In order to do this,

we use HERWIG tt samples with top mass assumptions of 170,172.5,178,182.5, and
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185. We then re-calculate our results using those assumed top masses. We then use

a linear fit to interpolate to a given top mass. The way this is done is to calculate

the effect on the overall event efficiency (pretag + tag) and assume that is a function

of the input top mass, using the formula

σ(m) = σ(m0)
ε(m0)

α× (m−m0) + ε(m0)
(4.54)

Table 4.37 shows the results of our efficiency calculations. Due to the differences

between PYTHIA and HERWIG, we only use α from the HERWIG prediction and

use ε from PYTHIA.

Our fit results are α≥1 = 0.000298 ± 0.000061/GeV/c2, and α≥2 = 0.000091 ±

0.000025/GeV/c2. They are shown in Figure 4.32(a). This gives

σ≥1 = 8.9± 0.9(stat)± 1.0(sys) pb (4.55)

and

σ≥2 = 8.9± 1.6(stat)± 1.5(sys) pb (4.56)

assuming mtop = 175 GeV/c2.

4.8.7 Comparison Of Gen5 Optimized Results with Gen4

Optimized Results

The major differences between this result and the Gen4 result outlined in [40] are

as follows.

Primarily, we have used a new tagger. The previous tagger was optimized using

poorer tracking algorithms and resolutions. It placed stringent requirements on the
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quality of the input tracks, and used almost no final vertex selection. The current

tagger was optimized using the current tracking algorithms. In general, the track

selection was loosened, while the final vertex selection was tightened to reduce fakes.

This resulted in an increase of about 20% in the per-jet b-tagging efficiency, leading

to an increase of 50% in the double-tag efficiency.

Also, the Monte Carlo changed substantially, so the data-to-MC ratios for lepton

ID have changed, as well as that for the b-tagging scale factor, and also the jet energy

corrections.

Moreover, there are now two methods for evaluating the b-tagging scale factor, the

electron and muon methods. The other major difference is in the Non-W background

estimate and the usage of the MW
T > 20 GeV/c2 cut, which reduces the background

level and increases the systematic uncertainty.

The systematic for the light-flavor asymmetry is also increased in Gen5 relative

to Gen4. The reason for this is that we feel there is a sample dependence of this

correction that was not covered by the systematic in Gen4. We double the systematic

to be conservative.

Table 4.36 shows the differences between Gen4 and Gen5 for the major parts of

the analysis.
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Figure 4.31: A priori expectations of cross section for the optimized analysis.
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Quantity Gen4 Gen5

CEM
Lepton ID Scale Factor 0.931 ± 0.015 0.959 ± 0.015
Pre-tag Efficiency 4.1 ± 0.4% 3.8 ± 0.3%

CMUP
Lepton ID Scale Factor 0.787 ± 0.016 0.784 ± 0.020
Pre-tag Efficiency 2.1 ± 0.2% 2.0 ± 0.2%

CMX
Lepton ID Scale Factor 0.960 ± 0.018 0.941 ± 0.020
Pre-tag Efficiency 1.0 ± 0.8% 0.8 ± 0.1%

Common Systematics
ISR/FSR 3.0% 2.0%
PDF 1.5% 2.0%
PYTHIA vs HERWIG 1.4% 1.0%
Lepton Isolation 5.0% 5.0%
Jet Energy Scale 4.9% 4.3%

B-Tagging Quantities
≥ 1 Tag Eff 53.4 ± 3.2% 60.9 ± 3.2%
≥ 2 Tag Eff 11.0 ± 1.6% 16.4 ± 2.2%
Scale Factor 0.82 ± 0.06 0.909 ± 0.060
Mistag Matrix Sys 12% 22%

Background Level Systematics (≥ 1 Tag)
W+Heavy Flavor 26% 26%
Mistags 12% 20%
Non-W 14% 39%
Monte Carlo Bkgs 18% 12%

Effect on σtt (≥ 1 Tag)
W+Heavy Flavor 4.8% 3.8%
Mistags 2.6% 1.4%
Non-W 2.6% 1.2%
Monte Carlo Bkgs 3.2% 0.6%

Total Systematic Uncertainty on σtt
≥ 1 Tag 13.7% 11.4%
≥ 2 Tag 19.2% 17.2%

Table 4.36: Comparison of Gen4 and Gen5 results.
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Top Mass Dependence of εtt
mtop εpre (%) ε≥ 1 tag (%) ε≥ 2 tag (%)
170 8.69 ± 0.10 64.90 ± 0.49 19.10 ± 0.40
172.5 8.69 ± 0.10 65.01 ± 0.34 19.36 ± 0.28
178 8.99 ± 0.06 65.08 ± 0.18 18.77 ± 0.15
182.5 9.15 ± 0.11 65.60 ± 0.33 19.19 ± 0.27
185 9.31 ± 0.11 64.93 ± 0.33 19.55 ± 0.27

Table 4.37: Monte Carlo top mass dependence of efficiencies. Uncertainties are MC
statistical only. No scale factors are applied. Note that these efficiencies use the
HERWIG generator, not the default PYTHIA generator.
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Figure 4.32: Top mass dependencies.
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Figure 4.33: Comparisons of results with theory.
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4.9 Improvement of Background Uncertainties with

Njet Spectrum Fitting

If we examine Figure 4.29(c), we notice that there are somewhat large uncertainties

in the background estimation in the 1 and 2 jet bins. The data also seems to be

slightly larger than the total background prediction, although it is within the quoted

uncertainty.

Examining Table 4.27, we see that there are large uncertainties on the W+HF and

Non-W backgrounds, while the mistag and “Monte Carlo derived” backgrounds like

dibosons and single top have small uncertainties. However, the Non-W background in

Figure 4.29(c) is very small compared to the W+HF backgrounds, and so the W+HF

backgrounds contribute much more to the overall background uncertainty level.

Because of the observation that the uncertainty in the W+HF estimate is driving

the overall background estimate in the 1- and 2-jet bins, combined with the size of

the sample with > 300 pb−1, it is feasible to fit for the W+HF background level using

a likelihood fit to the Njet spectrum.

If we assume that the shape of the Njet spectrum is well-modeled in the Monte

Carlo, but that it’s overall level is not very well determined, we can assume the various

background species will have an overall fit factor that will multiply the entire Njet

spectrum together. We can then use the information we obtain from a fit in the

1- and 2-jet bins to constrain the backgrounds in the ≥ 3-jet bins, and reduce our

background uncertainty further, as can be seen in Equation 4.30.

In order to use all the information available, we will fit the Njet spectrum bin-by-
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bin, for = 1 and ≥ 2 tags simultaneously (i.e. we no longer examine ≥ 1 and ≥ 2).

We also must take into account all the correlations between the various different back-

grounds (for example, the correlation between the Non-W estimate and the mistag

estimate due to the correction of (1− FNon−W ) in the mistag matrix prediction).

We will also input the various background contributions and their estimated un-

certainties (as shown in Table 4.27) and allow them all to fluctuate. We expect that

only the heavy flavor fit factor will differ substantially from unity.

Before we tackle the complete likelihood with all backgrounds allowed to float

independently, we first examine a likelihood with only the heavy flavor allowed to

float, and all other backgrounds constrained to their values from Table 4.35.

4.9.1 Simple Example: Only Fit W+HF

The number of events expected in a given jet bin is given by the equation

N jet
exp(σtt̄, FHF ) = σtt̄SFεMC

∫
Ldt+N pred

HF FHF +
∑

Nother (4.57)

where

• σtt is the tt cross section

• FHF is the fit factor by which the W+HF backgrounds (as shown in Table 4.35)

should be multiplied

• εMC is the event efficiency in the Monte Carlo

• SF is the b-tagging scale factor

•
∫
Ldt is the luminosity
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• Npred
HF is the W+HF prediction from method 2

• ∑Nother is the sum of the other Method 2 backgrounds (constrained for the

moment to the values shown in Table 4.35).

We then maximize the Poisson likelihood for single-tag data,

−2lnL(σtt̄, FHF ) = 2N i
exp(σtt̄, FHF ) + 2lnΓ(N i

obs+1)− 2N i
obslnN

i
exp(σtt̄, FHF ). (4.58)

We can then constrain the heavy flavor fit fraction to what is externally measured

from Method 2 (see [1]) by including a Gaussian constraint on FHF :

−2lnL(σtt̄, FHF ) = 2N i
exp(σtt̄, FHF )+2lnΓ(N

i
obs+1)−2N i

obslnN
i
exp(σtt̄, FHF )+

(
FHF − 1

σHF

)2

.

(4.59)

It is now clear how to extend the likelihood to include all backgrounds and their

uncertainties.

4.9.2 Full Likelihood

In the full likelihood expression, we fit each jet bin separately, and we also fit the

= 1 and ≥ 2 tags simultaneously. We float the single and double mistags and Non-W

backgrounds separately because of the correlations in these backgrounds with other

backgrounds. We also include the b-tagging scale factor into the likelihood, because

it correlates many of the different components of the fit.
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The full expression we obtain is

−2lnL = −2lnL(σtt̄, FEWK , FNon−W , FMT , FHF , FMT2, FNon−W2, FSF )

= 2
∑

ijets

∑

1,2tags

[N i
exp(σtt̄, FEWK , FNon−W , FMT , FHF , FMT2, FNon−W2, FSF )

−N i
obslnN

i
exp(σtt̄, FEWK , FNon−W , FMT , FHF , FMT2, FNon−W2, FSF )

+lnΓ(N i
obs + 1)]

+

(
FEWK − 1
σEWK

)2

+

(
FNon−W − 1
σNon−W

)2

+

(
FMT − 1
σMT

)2

+

(
FHF − 1
σHF

)2

+

(
FMT2 − 1
σMT2

)2

+

(
FNon−W2 − 1
σNon−W2

)2

+

(
FSF − 1
σSF

)2

(4.60)

where

N i
exp:1−tag = N i

exp(σtt̄, FEWK , FNon−W , FMT , FHF , FMT2, FNon−W2, FSF ) (4.61)

= σtt(FSF )
k1 × (εttpre)(ε

tt
1−tag)(SF )

∫
Ldt

+FEWK(FSF )
k1 ×

∑

bkg=EW,s.top

σbkg(εbkgpre)(ε
bkg
1−tag)(SF )

∫
Ldt

+FNon−W × N≥1Non−W

+FHF (FSF )
k1 ×

(
Npre −NNonW

pre − FEWKN
EW,s.top
pre − FttN

tt
pre

Npre −NNonW
pre −NEW,s.top

pre −N tt
pre

)
(SF )(fHF )(ε1−tag)

+FMT × αβNpred
−

(
Npre −NNonW

pre − FEWKN
EW,s.top
pre − FttN

tt
pre − FWHFN

pre
WHF

Npre −NNonW
pre −NEW,s.top

pre −N tt
pre −Npre

WHF

)

N i
exp:2−tag = N i

exp(σtt̄, FEWK , FNon−W , FMT , FHF , FMT2, FNon−W2, FSF ) (4.62)

= σtt(FSF )
k2 × (εttpre)(ε

tt
2−tag)(SF )

∫
Ldt

+FEWK(FSF )
k2 ×

∑

bkg=EW,s.top

σbkg(εbkgpre)(ε
bkg
2−tag)(SF )

∫
Ldt

+FNon−W2 × N≥1Non−W

+FHF (FSF )
k2 ×

(
Npre −NNonW

pre − FEWKN
EW,s.top
pre − FttN

tt
pre

Npre −NNonW
pre −NEW,s.top

pre −N tt
pre

)
(SF )(fHF )(ε2−tag)

+FMT2 × αLFβN
pred
+:−

(
Npre −NNonW

+ − FEWKN
EW,s.top
+ − FttN

tt
+ − FWHFN

+
WHF

Npre −NNonW
+ −NEW,s.top

+ −N tt
+ −N+

WHF

)

The fit factor for the scale factor (FSF ) comes into the expression raised to a

power because there are more than one b-jets in the event. That is, if we consider
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the efficiency to tag exactly one and exactly two b-jets given F1b events with 1b and

F2b events with 2b’s and no other species,

ε1|1∨2 = F1bP (1|1) + 2F2bP (1|2) + F2bP (2|2) (4.63)

= F1bεSF + 2F2bεSF (1− εSF ) + F2bε
2SF 2 (4.64)

ε2|2 = P (2|2) (4.65)

= ε2SF 2 (4.66)

where P (i|j) is the probability to tag i b-jets given j b-jets total, ε1|1∨2 is the efficiency

to tag 1 b-jet given 1 or 2 b-jets (given by F1b and F2b), and ε2|2 is the efficiency to tag

2 b-jets given 2 b-jets. In our case, F1b = 0.23, F2b = 0.77, ε = 0.44 and SF = 0.909,

and hence

k1 =
dε1|1∨2
dSF

= 0.51 (4.67)

k2 =
dε2|2
dSF

= 2 (4.68)

(4.69)

The likelihood curve is given in Figure 4.34(c). The inputs and outputs of the

likelihood are given in Table 4.38. All the input fit factors are sitting near their

input values with the same uncertainty as input, except for the W+HF fit factor, as

expected. The maximum likelihood of that fit factor is 1.16± 0.14. Also, examining

the W+HF input value of 1.00 ± 0.30 and output value of 1.16 ± 0.14, we see that

the fractional uncertainty was reduced from 30% to 12%. This improvement will be

propagated into the signal region to obtain a better measurement of the cross section.

The correlations between the outputs of the likelihood are given in Table 4.39.

The cross section is correlated strongly with the b-tagging scale factor and the heavy
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flavor fit fraction. The cross section is not very correlated with the other backgrounds.

The fit results include the uncertainties due to the background uncertainty, the

scale factor, and the statistical uncertainty. To this we must add the pretag and

luminosity uncertainties. Combining everything, we obtain

σtt̄ = 8.90+0.91
−0.86 (stat)

+1.02
−0.89 (bkg + sf)± 0.93 (pretag + lum+ shape) pb(4.70)

= 8.90+0.91
−0.86 (stat)

+1.28
−1.18 (sys) pb (4.71)

= 8.90+1.57
−1.46 (stat+ sys) pb (4.72)

Figures 4.34(a) and 4.34(b) show the = 1 and ≥ 2 Njet spectra including the fit results

for the various components. Figures 4.35-4.42 show the results of pseudoexperiments

to determine the sensitivity of the various fit factors in Table 4.38.

The distribution of the expected uncertainties on the tt cross section are shown in

Figure 4.34(d). The measured values of 15.3% for the upper uncertainty and 13.9%

for the lower uncertainties are also shown with blue arrows.

Input Output
FEWK 1.00± 0.16 1.02± 0.16
FNon−W 1.00± 0.33 1.08± 0.32
FMT1 1.00± 0.12 1.08± 0.23
FHF 1.00± 0.30 1.22± 0.13
FMT2 1.00± 0.30 0.99± 0.30
FNon−W2 1.00± 0.66 0.97± 0.66
FSF 1.00± 0.06 1.00± 0.06

Table 4.38: Input values to likelihood fit factors, and values after maximization of
the likelihood.
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σtt FEWK FNon−W Fmistag FHF F2−mistag F2−Non−W FSF
σtt 1.000 -0.016 -0.006 -0.064 0.107 -0.003 -0.028 -0.513
FEWK -0.016 1.000 -0.004 -0.009 -0.063 -0.001 -0.000 -0.010
FNon−W -0.006 -0.004 1.000 -0.068 -0.343 0.002 0.004 0.007
Fmistag -0.064 -0.009 -0.068 1.000 -0.641 0.003 0.010 0.033
FHF 0.107 -0.063 -0.343 -0.641 1.000 -0.002 0.005 -0.299
F2−mistag -0.003 -0.001 0.002 0.003 -0.002 1.000 -0.001 -0.008
F2−Non−W -0.028 -0.000 0.004 0.010 0.005 -0.001 1.000 -0.042
FSF -0.513 -0.010 0.007 0.033 -0.299 -0.008 -0.042 1.000

Table 4.39: Correlation matrix for likelihood fit. It is clear that the backgrounds are not very correlated with the cross
section. The only thing that is correlated is the scale factor, which is expected.
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Figure 4.34: Results of Njets likelihood fit.



C
h
a
p
ter
4
:
M
ea
su
rem
en
t
o
f
tt
P
a
ir
P
rod
u
ctio
n
C
ro
ss
S
ectio

n
256

-5 -4 -3 -2 -1 0 1 2 3 4 5
0

100

200

300

400

500

600

700

800
Pseudo-Experiments, ttbar Fit Factor

Mean   -0.04391
RMS     1.038

 / ndf 2χ  104.5 / 35
Prob   3.907e-10
Constant  9.604± 772.4 
Mean      0.01067± -0.03947 
Sigma     0.007516± 1.023 

Pseudo-Experiments, ttbar Fit Factor

Figure 4.35: Sensitivity of the top cross section.
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Figure 4.36: Sensitivity of the heavy flavor fraction.
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Figure 4.37: Sensitivity of the fit factor for the b-tagging
scale factor.
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Figure 4.38: Sensitivity of the fit factor for the “Monte
Carlo derived” backgrounds.
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Figure 4.39: Sensitivity of the fit factor for the single
mistag background.
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Figure 4.40: Sensitivity of the fit factor for the double
mistag background.
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Figure 4.41: Sensitivity of the fit factor for the single
Non-W background.
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Figure 4.42: Sensitivity of the fit factor for the double
Non-W background.



Chapter 4: Measurement of tt Pair Production Cross Section 258

Njets Likelihood Fit
Quantity Variation in Quantity Variation in σtt
Lepton ID (CEM) 1.6 1.6
Lepton ID (CMUP) 1.9 1.9
Lepton ID (CMX) 1.7 1.7
ISR/FSR 2.0 2.0
PDF 2.0 2.0
PYTHIA vs HERWIG 1.0 1.0
Lepton Isolation 5.0 5.0
JES 4.3 5.0
b-tagging SF 6.6 5.0
Total Backgrounds 5.0
Shape Systematic 3.6
Luminosity 5.9 5.9

Table 4.40: Uncertainty of each component used to compute σtt, and effect on σtt.
All numbers are quoted in percentage. This is for the Njets spectrum fit.
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4.10 Data Comparison Plots

Figures 4.43-4.58 show the comparison of the observed and predicted distributions

for various kinematic and vertex variables. The shapes for the various background

components are the same as in Section 4.5.1 for the kinematic variables. TheW +LF

component of the tagged variables (such as vertex L2D and tagged jet ET ) is taken

from light flavor quarks in the tt Monte Carlo. The Non-W component of the tagged

variables is taken from observed positive tags in the non-isolated, high ET/ region.

Excellent agreement is seen for all variables considered.
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T ), using the unoptimized measured
cross section of 8.9 pb.
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Figure 4.46: Observation and prediction of z-distance
between lepton and primary vertex, using the opti-
mized measured cross section of 8.7 pb.
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Figure 4.47: Observation and prediction of tagged jet
ET , using the optimized measured cross section of 8.7
pb.
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Figure 4.48: Observation and prediction of tagged jet
η, using the optimized measured cross section of 8.7
pb.
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Figure 4.49: Observation and prediction of number of
good tracks in tagged jets, using the optimized mea-
sured cross section of 8.7 pb.
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Figure 4.50: Observation and prediction of tagged jet
φ, using the optimized measured cross section of 8.7
pb.
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Figure 4.51: Observation and prediction of secondary
vertex Lxy, using the optimized measured cross section
of 8.7 pb.
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Figure 4.52: Observation and prediction of secondary
vertex Lxy significance, using the optimized measured
cross section of 8.7 pb.
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Figure 4.53: Observation and prediction of secondary
vertex cτ , using the optimized measured cross section
of 8.7 pb.
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Figure 4.54: Observation and prediction of secondary
vertex mass, using the optimized measured cross sec-
tion of 8.7 pb.
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Figure 4.55: Observation and prediction of secondary
vertex radius, using the optimized measured cross sec-
tion of 8.7 pb.
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Figure 4.56: Observation and prediction of secondary
vertex transverse momentum, using the optimized
measured cross section of 8.7 pb.
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Figure 4.57: Observation and prediction of secondary
vertex fit χ2, using the optimized measured cross sec-
tion of 8.7 pb.
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Figure 4.58: Observation and prediction of secondary
vertex charge, using the optimized measured cross sec-
tion of 8.7 pb.
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4.11 Conclusions

We have presented a measurement of the tt production cross section with 318.5

pb−1 of data in the 5.3.3 nt release. The unoptimized results are

σ≥1 = 8.9+1.0
−0.9(stat)

+1.2
−1.0(sys) pb (4.73)

σ≥2 = 8.2+1.7
−1.5(stat)

+2.0
−1.5(sys) pb (4.74)

For the optimized analysis with HT > 200 GeV and MW
T > 20 GeV, we obtain values

of

σ≥1 = 8.7+0.9
−0.9(stat)

+1.2
−0.9(sys) pb (4.75)

σ≥2 = 8.7+1.8
−1.6(stat)

+1.9
−1.3(sys) pb (4.76)

We have also presented a measurement of the tt cross section by fitting the Njet

spectrum. We combine the = 1 and ≥ 2 tag cross sections to obtain

σtt̄ = 8.9+0.9
−0.9(stat)

+1.4
−1.3(syst) pb. (4.77)
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Theoretical Appendices

A.1 Theoretical Overview

A.1.1 Gauge Symmetries

The Standard Model is based on intrinsic symmetries of the interactions between

particles [52]. Once an internal symmetry is identified, the dynamics of the interac-

tion can be derived using the group properties of that symmetry. The next section

deals with the most accurate quantum field theory in the Standard Model, Quantum

Electrodynamics. It is useful to examine this in some detail because it forms the basis

of the other quantum field theories used to construct the Standard Model.

A.1.2 Quantum ElectroDynamics (QED)

Quantum electrodynamics (QED) is the most accurate theory in the Standard

Model [53]. It describes the interactions of all charged particles, mediated by a gauge

265
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boson called the photon. It has the simplest dynamics, and as such it is instructive

to examine the theory in some detail.

The Lagrangian describing the interaction between charged particles is (see [9]):

L = −1

4
FµνF

µν + ψ (iγµDµ −m)ψ (A.1)

where ψ is the field of the charged particle with mass m, γµ is the Dirac γ matrix,

Fµν is the electromagnetic field tensor

Fµν = ∂µAν − ∂νAµ (A.2)

and Dµ is the covariant derivative

Dµ = ∂µ + ieAµQ (A.3)

Here, e is the charge of the particle, Aµ is the electromagnetic potential, and Q is the

charge operator (Qψ = eψ).

The symmetry principle at work in QED is seen if we make the local gauge trans-

formation (i.e. transform the field at every point in space and time)

ψ(x) → eieΛ(x)ψ(x) (A.4)

Aµ(x) → Aµ(x) + ∂Λ(x)∂xµ (A.5)

After making these gauge transformations, the Lagrangian is unchanged. The phase

factors exp[iΛ(x)] belong to the symmetry group U(1) of unitary transformations in

one dimension. Note that without the photon field Aµ, the local gauge transformation

would not leave the Lagrangian invariant. Thus, requiring local U(1) gauge invariance

forces the existence of the photon field and fixes the form of the Lagrangian.
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Given the symmetry group and therefore the Lagrangian of the theory, it is now

possible to calculate transition amplitudes. We will return to this after we consider

the dynamics from an arbitrary symmetry group.

A.1.3 Generalization to Arbitrary Symmetries

If we examine some generic symmetry with generators Ti, satisfying the commu-

tation relations

[Ti, Tj] = ifijkTk (A.6)

where fijk are the structure constants for the symmetry group. For each linearly

independent generator Ti, there is an associated gauge field Wi. The Lagrangian for

a particle field ψ with gauge field Wi is then

L = −1

4
WiµνW

µν
i + ψ (iγµDµ −m)ψ (A.7)

where

Wiµν = ∂µWiν − ∂νWiµ − gfijkWjµWkν (A.8)

Dµ = ∂µ + igWiµTi (A.9)

We see that Equations A.2 and A.3 are simple cases of these where the generators

commute (i.e. fijk = 0). Such cases where the generators commute is called an

Abelian gauge theory. Those cases where the generators do not commute are called

non-Abelian gauge theories.

It can be shown [9] that this Lagrangian is invariant under the gauge transforma-
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tions

ψ(x) → [1− igαi(x)Ti]ψ(x) (A.10)

Wiµ(x) → Wiµ(x) + ∂µαi(x) + gfijkαj(x)Wkµ(x) (A.11)

Again, it is possible to hypothesize the existence of a gauge boson given a sym-

metry principle and the requirement of gauge invariance. Thus, a prescription can

be determined to construct a gauge theory given a specific symmetry principle. We

will apply this to electroweak unification and strong interactions. However, a brief

interlude into matrix element calculations and the Feynman Calculus is necessary and

informative.

A.1.4 Relativistic Quantum Mechanical Amplitudes

In non-relativistic quantum mechanics, the probability of a given process to evolve

from state |i〉 to |f〉 is equal to the transition matrix element squared, P = |M|2.

The matrix elementM is (see [8]):

M = −i
∫
d4x〈f |Ĥint(x, t)|i〉 (A.12)

where d4x is the differential element of Lorentz space, 〈f | is the final state and |i〉 is

the initial state, and Ĥint(x, t) is the interaction Hamiltonian. In this sense, the in-

teraction Hamiltonian “connects” the initial state to the final state. It is necessary to

integrate over all possible connections between |i〉 and 〈f | to find the total amplitude.

The different types of interaction transition amplitudes depend on the group prop-

erties of the interaction. These integrals are easily represented by “Feynman graphs”

displaying the interactions. In these graphs, each particle is displayed by a line (wavy
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for spin-1, with an arrow for spin 1
2
), and each interaction is represented by a vertex.

Figure A.1 shows a 2→2 annihilation process via exchange of an intermediate gauge

boson. The incoming particles are u and ū, the outgoing particles are v and v̄, the

propagator associated with the gauge boson is associated with some Green’s function

(a.k.a. propagator) P , and the interaction vertices are denoted by i
√
αφ, where α is

the dimensionless coupling strength, and φ is some tensor that depends on the group

properties. The matrix element for this process is then

M = −i
∫
d4x

(
ū(−i

√
αφ)u

)
(P )

(
v̄(−i

√
αφ)v

)
(A.13)

= iα

∫
d4x (ū(φ)u) (P ) (v̄(φ)v) (A.14)

Given the propagator and the interaction transition amplitude for the interaction

Hamiltonian, it is possible to evaluate this integral and hence calculate observable

properties. The possible propagators in “natural” units are (see [7] for details):

1. Spin 0:

i

q2 −m2
(A.15)

2. Spin 1
2
:

i(q/ +m)

q2 −m2
(A.16)

3. Spin 1, massless:

−igµν
q2

(A.17)

4. Spin 1, massive:

−i [gµν − qµqν/m2]

q2 −m2
(A.18)
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Here, q is the 4-momentum of the propagating particle, q/ = γµq
µ, and m is the mass

of the propagator.

There are some intricacies involved when the particles have spin. Not only is it

necessary to integrate over the kinematic phase space, it is also necessary to sum over

all the spin configurations. Such a discussion is beyond the scope here, and we will

simply state results when needed. See [8] for full details.

ϕαi ϕαi

G

u

u v

v

Figure A.1: Simple Feynman diagram to calculate matrix elements.

Because of the U(1) symmetry underlying the electromagnetic interaction, there is

only one vertex allowed. That is, only a charged particle can interact with a photon.

Although any spin is allowed, we will focus on interactions with fermions (spin 1
2
).

Figure A.2 shows the interaction vertex between a charged fermion like an electron,

and a photon. The propagator is the photon propagator which is Equation A.17 and

the vertex factor is ieγµ.

The coupling strength of the electromagnetic interaction at low momentum trans-
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fer is (putting in ~ and c to be clear):

αEM =
ke2

~c
=

1

137
(A.19)

We now discuss the implications of having α < 1 and α > 1 in the next section.

µγie

2q
νµg

-i 

u

u

Figure A.2: Vertex between charged fermions and photons in quantum
electrodynamics.

A.1.5 Renormalization

If we consider pair annihilation in QED as shown in Figure A.3, there are an

infinite number of corrections to this diagram. Consider Figure A.4(a). Because the

Feynman Calculus requires summation over all possible internal states, this diagrams

(and infinitely many other) need to be calculated and summed.

The problem is that if we examine this loop diagram, the integral itself diverges

logarithmically. That is, the matrix element for this is (see [7] for details):

M = iα (ū(γµ)u)

{
gµν
q2

(
1− α

3π

[
log

Λ2

m2
− f

(−q2
m2

)])}
(v̄(γµ)v) (A.20)
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where we have introduced an arbitrary cutoff for the logarithmic divergence Λ, q2

is the momentum transfer, and m is the mass of the fermion in the loop. We have

defined

f(x) = 6

∫ 1

0

z(1− z) log 1 + xz(1− z)dz (A.21)

which cannot be represented in closed form but is finite.

In order to accommodate this divergence, G. t’Hooft and M. Veltman [54, 55, 56]

realized that what we measure in the laboratory (i.e. the fine structure constant 1
137

)

is not equal to the α in equation A.20. Instead, we measure the quantity

αR = α

√
1− α

3π

[
log

M2

m2
− f

(−q2
m2

)]
(A.22)

Thus, the divergence is transferred to the bare coupling constant α, whereas we actu-

ally measure αR as in Equation A.22. Thus, the “bare” coupling constant is effectively

infinite. Notice also that αR actually depends on the momentum transfer q2. This

means that the coupling constant will actually change with energy.

Of course, there are even higher-order loop diagrams to be considered, as in Fig-

ure A.4(b), and other diagrams as well. Fortunately, because αEM < 1, and each

loop contributes another factor of α, this series will actually converge at some point.

We can achieve any accuracy desired (limited only by computational considerations)

because subsequent corrections are all smaller than the previous. All diagrams to-

gether create an infinite series instead of the finite sum shown in Equation A.22, but

the terms get smaller and smaller.

When α < 1, therefore, the theory is said to be re normalizable, i.e. the series

in Equation A.22 converges. Problems arise when α > 1, and the theory is said to
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be non-re normalizable. Higher order diagrams contribute more to the total cross

section than lower order diagrams. Hence, the theory is incalculable.

We shall see that quantum chromodynamics is non-re normalizable at longer

length scales (i.e. small q2). However, for short q2 scales, the coupling gets weaker,

and the theory becomes normalizable.

µγie µγie

2q
νµg

-i 

u

u v

v

Figure A.3: QED diagram for tree level pair annihilation of charged particles.

A.1.6 Electroweak Unification

The first model of decays via the weak interaction were first formulated by Enrico

Fermi in 1934. It was a pointlike theory that explained β decay very well. We

now know that this theory was so successful because the mass of the electroweak

propagator gauge bosons are very massive compared to the scale at which particles

decay (except, interestingly, the top quark). Figure A.5 shows the decay of a particle

via this pointlike interaction. The coupling strength is G. By measuring the lifetime
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(a) (b)

Figure A.4: 1- and 2-loop diagrams for pair-annihilation of charged particles.

and mass of a particle very well, it is possible to know this factor very well. Currently,

in natural units, G = (1.16637± 0.00001)× 10−5 GeV−2 [6].

If we examine the propagator for a spin-1 particle where we assume M À q,

i.e. that the mass of the propagator is much larger than the energies involved in the

process, the propagator reduces to 1/M 2, and so the interaction probability is g2/M2,

where g is the coupling strength of the interaction. Given this fact, it is possible to

obtain an order-of-magnitude estimate of the mass of the propagator given G. If we

assume for the moment that the coupling strengths of the weak interaction and the

electromagnetic interaction are the same (which turns out to be the case, as we shall

see), then (in natural units):

G =
g2

M2
=

e2

M2
(A.23)

M =
e

G1/2
∼ 90 GeV/c2 (A.24)

We shall see that this is remarkably close to the actual mass of the propagators of the
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G

u

u v

v

Figure A.5: Fermi’s pointlike theory to calculate β-decay.

weak interaction. It is also suggestive that the electromagnetic and weak interactions

could be unified into one force, if the weak interaction propagators have large masses.

This, of course, turns out to be the case, as we shall see.

There are theoretical reasons why the Fermi theory does not work. At sufficiently

high energies, the amplitude (hence the probability) for a transition is larger than

1, which is an inconsistency in the theory. It turns out that this can be solved by

introducing the correct propagator.

We now turn to some phenomenology of the weak interactions. Firstly, in the

mid-1950’s, Lee and Yang (1956) predicted that parity was violated in the weak

interactions (for details, see [8]). In 1957, Wu et. al. conclusively showed that

the weak interaction violated parity by examining the angular distribution of decay

products from polarized nuclei. That is, it turns out that right-handed particles (and

left-handed antiparticles) do not participate in the weak interaction. This makes the



Appendix A: Theoretical Appendices 276

weak interaction somewhat strange, in that there are really two types of particles in

the world for each that we observe in Table 1.1, a left-handed and a right-handed

component, which have different dynamics. Also, it seems that the weak interaction

only operates between specific particles. For example, a strange quark will decay

into an up quark, but a strange quark decaying into a down quark has never been

observed.

These two pieces of experimental phenomenology suggest that the weak interaction

is somewhat more complicated than the electromagnetic. It seems to have doublets

of coupling that operate only on the left-handed component of the particles. The

simplest group that can satisfy this property is SU(2), where the interactions are

only between the left-handed components (for matter) and right-handed components

(for antimatter).

Given this set of experimental observations, Glashow, Salam, and Weinberg for-

mulated a theory of weak interactions that incorporated it with electrodynamics. The

resulting work is known as electroweak unification. Essentially, they showed that it

was possible to incorporate all the observed phenomena by using a symmetry princi-

ple in the electroweak sector. They assumed a gauge symmetry of SU(2)L ⊗ U(1)Y ,

where SU(2)L is a symmetry in weak isospin (with quantum numbers denoted by I,

z-components of weak isospin by I3), and acts only on the left handed components

of the particles, and U(1)Y is a symmetry analogous to the U(1) symmetry of QED

(with charge Q as the quantum number), but incorporates weak hypercharge, where

Y = 2(Q− I3).

Each generator of the symmetry group (as mentioned above) gives rise to a gauge
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boson. The three generators of the SU(2) group are (in the 2-d representation)

T1 =
1

2




0 1

1 0


 , T2 =

1

2




0 −i

i 0


 , T3 =

1

2




1 0

0 −1


 (A.25)

where the Ti satisfy

[Ti, Tj] = iεijkTk (A.26)

and εijk is the antisymmetric tensor that has the property εijk = −εjik and likewise

for other permutations.

These generators give rise to three gauge bosons, plus one for the U(1)Y symmetry,

W 1,W 2,W 3, and B0. The Lagrangian for the SU(2)L⊗U(1)Y interaction is therefore

L = −1

4
Wµν ·Wµν −

1

4
BµνBµν + ψ̄iγµDµψ (A.27)

where the gauge fields are

Wiµν = ∂µWiν − ∂νWiµ − gfijkWjµWkν (A.28)

Bµν = ∂µBν − ∂νBµ (A.29)

and the covariant derivative is

Dµ = ∂µ + igWµ ·T+ ig′
1

2
Y Bµ

= ∂µ + ig(W+
µ T

+ +W−
µ T

−) + igW3µT3 + ig′
1

2
Y Bµ (A.30)

In order to unify the electromagnetic and weak interactions, the neutral term in

Eq A.30 must contain the electromagnetic coupling ieQA. Thus, the fieldsW 3 and B

must combine linearly to form the physical γ and Z0 bosons. The fields corresponding
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to the four physical particles that are observed are

W±
µ (x) =

1√
2
(W 1

µ(x)± iW 2
µ(x)) (A.31)




Aµ(x)

Zµ(x)


 =




cos θW − sin θW

sin θW cos θW







W 3
µ(x)

B0
µ(x)


 (A.32)

The parameter θW is called the “weak mixing angle” or “Weinberg angle”. It is

theoretically unconstrained and is a basic parameter of the theory. It’s experimental

value is sin θW = 0.23120± 0.00015 [6]. We now rewrite the neutral term of Eq A.30

as

igW3T3 + ig′
1

2
Y B = iA

[
g sin θWT3 + g′ cos θW

1

2
Y

]

+ iZ

[
g cos θWT3 − g′ sin θW

1

2
Y

]
(A.33)

Given the definition ieQ = ie(T3 +
1
2
Y ), we need

g =
e

sin θW
(A.34)

g′ =
e

cos θW
(A.35)

Thus, it is possible to combine the electromagnetic and weak interactions into a single

gauge theory with a mixing parameter θW .

Each particle in the Standard Model has an associated quantum number for weak

isospin and weak hypercharge. Table A.1 shows the quantum numbers for the various

particles in the Standard Model. Note that all the “up-type” quarks and “down-type”

quarks share the same quantum numbers for the electroweak interaction.

Due to the fact that the generators of SU(2) do not commute, there are self-

interactions between the gauge bosons. Figures A.6(a)-A.6(c) show the interactions
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between the W and Z bosons and the fermions and Figures A.6(d)-A.6(i) show the

vertices of the self-interactions between the W and Z bosons and the photon. Once

these vertices are known, it is possible to calculate their associated amplitudes as in

Section A.1.4.

I I3 Y Q(
νL
eL

) (
1/2
1/2

) (
1/2
−1/2

) (
−1
−1

) (
0
1

)

eR 0 0 2 1(
uL
dL

) (
1/2
1/2

) (
1/2
−1/2

) (
1/3
1/3

) (
+2/3
−1/3

)

uR 0 0 4/3 −2/3
dR 0 0 −2/3 +1/3

Table A.1: SU(2)L ⊗ U(1)Y quantum numbers of the fermions and gauge bosons.

There is an additional phenomenological complication with the weak interaction.

While the leptons seem to have coupling only between each charged lepton and it’s

associated neutrino, the quarks have no such phenomenology. Cabibbo noticed in

1963 [57] that hadronic transitions with ∆S = 1 were four times less likely than

hadronic transitions with ∆S = 0, and thus hypothesized that the charged current

interaction was

Jhadronicµ = J∆S=0
µ cos θC + J∆S=1

µ sin θC (A.36)

where θC is a parameter known as the Cabibbo mixing angle. In 1973, Kobayashi

and Maskawa [58] extended this concept to incorporate the three known quarks at

the time (u,d,s), as well as the yet-to-be discovered partner of the strange quark (the

charm quark), and then went on to postulate the existence of a third family of quarks

(as-yet unobserved). This was in response to the discovery of CP -violation in the
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Figure A.6: Electroweak vertices between fermions and self-interaction terms.
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neutral kaon system [59]. In order to be allowed in the Standard Model, the mixing

between the quarks had to include three generations.

Kobayashi and Maskawa proposed that the observed quarks (i.e. the particles in

eigenstates of the strong interaction) were composed of a linear combination of quarks

in the weak eigenstates:




d′

s′

b′




=




Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb







d

s

b




(A.37)

This means that any given up-type quark i can couple to any down-type quark j,

with amplitude Vij. The matrix Vij is nearly diagonal. That is, most of the coupling

is between (u, d), (c, s), and (t, b). Because Vtb is much larger than Vtd and Vts, we

will look for top decays into bottom quarks.

A.1.7 Electroweak Symmetry Breaking

There is a problem with the formulation presented in this chapter. It requires

all the gauge boson fields and all the fermion fields to be massless. We know from

experiment that this is not the case. The W and Z bosons are massive, while the

photon is massless, and all the fermion fields have mass. The problem can be solved

by the introduction of a gauge field that spontaneously breaks the SU(2)L ⊗ U(1)Y

symmetry thus giving mass to the vector bosons and the fermions in the theory.

There are many different ways of achieving spontaneous electroweak symmetry

breaking (SEWSB, or EWSB). All involve adding fields to the theory that give mass

to particles via interactions. As yet, no such particle has been observed.
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The simplest “existence proof” model of a gauge field giving rise to mass terms

of the other gauge bosons is the so-called Higgs mechanism [7]. For clarity, we shall

work with a theory of a fictitious universe with a U(1) symmetry only, however, the

principles apply to any symmetry group. This theory introduces a complex field

φ = φ1 + iφ2 (A.38)

The Lagrangian to be associated is

L =
1

2
(Dµφ)

∗(Dµφ) +
1

2
µ2(φ∗φ)− 1

4
λ2(φ∗φ)2 (A.39)

Figure A.7(a) shows a schematic of this potential, and A.7(b) shows the projection

around the z-axis. The minimum of this potential occurs when
√
φ21 + φ22 = µ/λ.

The implications of this potential is that the vacuum expectation value (vev) is not

at zero field. There is a non-zero expectation value in the ground state. In fact, there

are an infinite number of ground states (around the circle with
√
φ21 + φ22 = µ/λ).

This field obeys a U(1) symmetry relation when the field traverses the valley in

Figure A.7(a). This causes the gauge field to be invariant under operations

φ→ eiθ(x)φ (A.40)

This, of course, requires a massless gauge field Aµ, which sets the form of the covariant

derivative to be

Dµ = ∂µ + iqAµ (A.41)

Defining fields

η = φ1 − µ/λ, ξ = φ2 (A.42)
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Figure A.7: Higgs mechanism potential and projection around the z axis.

the Lagrangian in Equation A.39 becomes

L =

[
1

2
(∂µη)(∂

µη)

]
+

[
1

2
(∂µξ)(∂

µξ)

]

+

[
− 1

16π
FµνF

µν +
1

2
q2
(µ
λ

)2
AµA

µ

]
− 2iq

(µ
λ

)
(∂µξ)A

µ

+

{
q [η(∂µξ)− ξ(∂µη)]Aµ + q2

µ

λ
η(AµA

µ) +
1

2
q2(ξ2 + η2)(AµA

µ)

− λµ(η3 + ηξ2)− 1

4
λ2(η4 + 2η2ξ2 + ξ4)

}
+

(
µ2

2λ

)
(A.43)

The first line describes two scalar particles, η (with mass
√
2m) and ξ (which is

massless). The second line describes the gauge field Aµ, but it has acquired a mass

mA = 2
√
π
(qµ
λ

)
(A.44)

Without loss of generality, we now choose a gauge where φ2 is real. This is done

by setting θ(x) in Equation A.40 is equal to

θ = − tan−1(φ2/φ1) (A.45)
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The Lagrangian now becomes

L =

[
1

2
(∂µη)(∂

µη)

]
+

[
− 1

16π
FµνF

µν +
1

2
q2
(µ
λ

)2
AµA

µ

]

+

{
q2
µ

λ
η(AµA

µ) +
1

2
q2η2(AµA

µ)− λµη3 − 1

4
λ2η4

}

+

(
µ2

2λ

)
(A.46)

In this case, we are left with only one scalar field η, and the other field ξ has disap-

peared. It’s degree of freedom has become a longitudinal component for the gauge

field Aµ (thus giving it a mass). In QFT’s parlance, it is said to have been eaten by the

gauge field. Notice that the physical implications do not depend on the gauge choice

made in Equation A.45. It simply makes the dynamics manifest in the Lagrangian.

Thus, it is possible to introduce spontaneous electroweak symmetry breaking and

give some gauge fields longitudinal polarization (i.e. mass) without upsetting the

underlying theory. This particular example has been a U(1) symmetry, but the

principles are the same for the SU(2)L ⊗ U(1)Y symmetry in the SM. In that case,

one introduces a complex doublet of gauge bosons




φ

η†


 (A.47)

which carries four degrees of freedom. Three of those degrees of freedom become the

longitudinal components of the W and Z bosons (hence giving them mass), and the

last degree of freedom becomes another massive scalar particle similar to η in the

example above. This field is called the Higgs boson. The photon remains massless in

the theory, as is seen from experiments.

The graphical interpretation is that if we examine Figure A.7(a), the massless



Appendix A: Theoretical Appendices 285

field moves along the “valley” of the potential, while the massive field oscillates up

and down the “hills” of the potential.

It is also possible to use the Higgs mechanism to give all the fermions masses.

However, it requires the introduction of a parameter for each fermion in the theory

that is completely unconstrained theoretically.

That is, for each fermion f , a term is added to the Lagrangian that has the form

LY ukawa = − 1√
2
λfHff̄ (A.48)

≡ −(
√
2GF )

1
2mfHff̄ (A.49)

The Yukawa couplings λf are unconstrained (and hence are the masses).

A.1.8 Quantum Chromodynamics (QCD)

The final piece of the Standard Model is quantum chromodynamics (QCD), which

deals with the strong interaction that holds the nucleus together. The underlying

structure was proposed by Gell-Mann and Zweig in 1964 [60]. They hypothesized that

the plethora of hadrons visible at the time were actually arranged in specific patterns

because there were underlying constituents (“quarks”) that combined together to

form hadrons. Gell-Mann and Zweig postulated that there was an SU(3) symmetry

governing the combination of quarks, and the hadrons were combinations of the 3

and 3̄ generators (u, d, s and ū, d̄, s̄).

At the time, only three quarks were necessary to explain all the observable particles

at the time (up, down, and strange). The discovery of the charm, bottom, and top

quarks would come later.
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The phenomenology of this theory was that all baryons were composed of three

quarks, and all mesons were composed of a quark-antiquark pair. While the spectrum

of particles was accurately predicted, two inconsistencies remained with this theory.

Firstly, there were no observations of free quarks. Second, it appeared that the quark

model violated the Pauli exclusion principle. The Λ++, for example, was supposedly

composed of 3 up quarks in the same state, which is not possible for spin- 1
2
particles.

The second dilemma was solved shortly thereafter by O.W. Greenberg [61]. He

hypothesized that there was an internal quantum number for the strong interaction,

color, analogous to electric charge, but the SU(3) equivalent. There are three colors

(and three anticolors), commonly referred to as red, blue, and green. Greenberg

hypothesized that all observable particles are color-neutral. This solves the problem

with particles like Λ++, because it is composed of three up-quarks, one in each color

state, and so is still color-neutral. This color SU(3) symmetry is actually the correct

symmetry of the strong interaction, and is referred to as SU(3)C . There are eight

generators of SU(3), and these show up as eight different gauge bosons. They are

all completely symmetric in every way (except their color charge) since there is no

symmetry breaking principle for the strong interaction. Thus, they are all given the

name “gluon”.

The first dilemma is somewhat more difficult to solve. The fact that free quarks

have never been observed was given the name “confinement”. That is, it was assumed

that there was some mechanism that confined quarks to lie within hadrons.

In 1974, D. Gross, H. D. Politzer, and F. Wilczek proposed a solution to this

problem, colloquially called asymptotic freedom [62, 63, 64, 65]. They proposed that
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unlike QED (as described in Section A.1.5), the strong interaction gets stronger at

long distances, and weaker at short distances. Therefore, in the asymptotic regime of

infinite momentum transfer, the quarks would be completely free.

This is accomplished using the QCD analogue of Equation A.22. In this case, the

coupling strength decreases with increasing energy, the opposite of QED [7]:

αs(|q2|) =
αsµ

2

1 + (αs(µ2)/12π)(11n− 2f) log (|q2|/µ2) (A.50)

where n is the number of colors (3 for the SM) and f is the number of flavors (6 in

the SM). If 11n > 2f , the theory has antiscreening. This equation is only valid for

|q2| À µ2.

Notice that we cannot simply expand the running coupling starting from low-q2

scales. That is precisely where the theory breaks down. Instead, we introduce a

minimum scale for the QCD interaction. Introducing the variable

log Λ2 = log µ2 − 12π/
[
(11n− 2f)αs(µ

2)
]

(A.51)

the running coupling constant becomes

αs(|q2|) =
12π

(11n− 2f) log (|q2|/Λ2)
(A.52)

Λ is in principle calculable, but it is difficult to measure experimentally. It seems to

be roughly 100− 500MeV/c.

Once this regime in QCD where the coupling strength is weak (αs < 1), cal-

culating quantum mechanical amplitudes is much the same as QED as described in

Section A.1.4. The group properties are slightly different as they are with the SU(2)L

case for the weak interactions, but the essential properties of the Feynman Calculus

are the same.
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Figures A.8(a) shows the interaction of a fermion with the gluon field. Again,

as with SU(2)L, the generators of the SU(3)C group do not commute, and as such

there will be interactions between the generators (the 8 gluons). Figures A.8(b) and

A.8(c) show the 3 gluon vertex, and the 4 gluon vertex, respectively.

(a) (b) (c)

Figure A.8: QCD vertices between fermions and gluons.
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B-Tagging Appendices

B.1 Detailed calculation of (SF )

B.1.1 Definitions

• N refers to the number of data events in a certain (tag) category; the category

is indicated by superscripts and subscripts.

• F refers to the fraction of data events of a certain (flavor) type; this type is

indicated by superscripts and subscripts.

• Nmc and Fmc are correspondingly defined for Monte Carlo events.

• Nconv and Fconv are correspondingly defined for events where the electron has

an opposite sign conversion partner.

Following the notation in CDF6786, superscripts refer to the tag or flavor of the

electron jet and subscripts refer to the tag or flavor of the away jet. An omitted

289
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superscript or subscript implies no requirement on that jet; or equivalently, a sum over

all possible superscripts and subscripts on that quantity. Hence F
H ≡ F

H

L
+ F

H

H

and N
+
≡ N

+

+
+ N

−
+
+ N

0

+
.

• (ε+
H
, ε−

H
) are positive and negative tagging efficiencies for heavy flavor electron

jets in data.

• (ε+H , ε
−
H) are positive and negative tagging efficiencies for heavy flavor away

jets in data.

• (ε+
L
, ε−

L
) are positive and negative tagging efficiencies for light flavor electron

jets in data.

• (ε+L, ε
−
L) are positive and negative tagging efficiencies for light flavor away jets

in data.

• (Ä+ , Ä−), with appropriate indices, are the Monte Carlo counterparts of the above

quantities.

• α ≡ (ε+
L
/ε−

L
) is a factor designed to account for the asymmetry in light flavor

Lxy distributions, as described in CDF6906.

• β ≡ (ε+L/ε
−
L) is the corresponding factor for electron jets.

• (eH , eL) are the probabilities that an opposite sign conversion is found in a

(heavy,light) flavor e-jet.
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B.1.2 Calculation

From the basic equations for any event with an A tag on the e-jet and a B tag on

the a-jet,

N
A

B
= N

∑

i,j=(H,L)

(εA)i(εB)j F
i

j
(B.1)

1 =
∑

i,j=(H,L)

F
i

j
(B.2)

we can write

N
+

= N
(
ε+H F H

+ ε+L F L

)
(B.3)

N − = N
(
ε−H F H

+ (ε+L/α)F L

)
(B.4)

hence N
+
− αN − = N (ε+H − αε−H)F H

. (B.5)

for away jet tags, and

N
+

= N
(
ε+
H
F

H
+ ε+

L
F

L
)

(B.6)

N
−

= N
(
ε−
H
F

H
+ (ε+

L
/α)F

L
)

(B.7)

hence N
+ − β N −

= N (ε+
H − βε−H)F H

. (B.8)

for electron jet tags. Here, α is the ratio ε+L/ε
−
L, believed to be independent of the

electron jet characteristics. We define a similar quantity, β = ε+
L
/ε−

L
, for the e-jet.

In Run I, both α and β were 1.0; recent studies suggest that they are larger in Run II

due to material interactions [35] and long-lived particles.
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Similarly, for double-tagged events,

N
+

+
= N

(
ε+H(ε

+H
F

H

H
+ ε+

L
F

L

H
) + ε+L(ε

+H
F

H

L
+ ε+

L
F

L

L
)
)

N
+

−
= N

(
ε−H(ε

+H
F

H

H
+ ε+

L
F

L

H
) + (ε+L/α)(ε

+H
F

H

L
+ ε+

L
F

L

L
)
)

hence N
+

+
− αN

+

−
= N (ε+H − αε−H)(ε

+H
F

H

H
+ ε+

L
F

L

H
) (B.9)

N
−

+
= N

(
ε+H(ε

−H
F

H

H
+ (ε+

L
/β)F

L

H
) + ε+L(ε

−H
F

H

L
+ (ε+

L
/β)F

L

L
)
)

N
−

−
= N

(
ε−H(ε

−H
F

H

H
+ (ε+

L
/β)F

L

H
) + (ε+L/α)(ε

−H
F

H

L
+ (ε+

L
/β)F

L

L
)
)

hence N
−

+
− αN

−

−
= N (ε+H − αε−H)(ε

−H
F

H

H
+ (ε+

L
/β)F

L

H
). (B.10)

Then

(N
+

+
− αN +

−)− β(N
−
+
− αN −

−) = N (ε+H − αε−H)(ε+H − βε−H)F H

H
(B.11)

and, dividing by Equation B.5,

(N
+

+
− αN +

−)− β(N
−
+
− αN −

−)

N
+
− αN −

= (ε+
H − βε−H) F

H

H

F
H

. (B.12)

The fraction
F

H

H

F
H

can be rewritten (1− F
L

H

F
H

) using Equation B.2, so

(N
+

+
− αN +

−)− β(N
−
+
− αN −

−)

(N
+
− αN −)(1−

F
L

H

F
H

)

= (ε+
H − βε−H) (B.13)

We can determine the only remaining unknown quantity, (N
+
−αN −)(F

L

H
/F

H
),

by using the rate of identified conversions to distinguish between light and heavy flavor

e-jets. If the conversion finder is uncorrelated with SecVtx, then the probability to

find that the electron is a conversion in a given event only depends on the flavor of
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the electron jet.

Nconv = N (eH F
H
+ eL F

L
) (B.14)

Nconv
+

= N (eHε+
H
F

H
+ eL(ε+

L
)F

L
)

Nconv
−

= N (eHε−
H
F

H
+ eL(ε+

L
/β)F

L
) so

Nconv
+ − β Nconv

−
= N (eH(ε+

H − βε−H)F H
) (B.15)

Similarly

Nconv + = N (eH(ε+H F
H

H + ε+L F
H

L ) + eL(ε+H F
L

H + ε+L F
L

L) (B.16)

Nconv − = N (eH(ε−H F
H

H + (ε+L/α)F
H

L ) + eL(ε−H F
L

H + (ε+L/α)F
L

L) so

Nconv + − αNconv − = N (eH(ε+H − αε−H)F
H

H + eL(ε+H − αε−H)F
L

H) (B.17)

Now, by Equation B.5,

eH(N
+
− αN −) = N (eH(ε+H − αε−H)F H

H
+ eH(ε+H − αε−H)F L

H
).(B.18)

Subtracting Equations B.17 and B.18,

Nconv +
− αNconv − − eH(N +

− αN −) = N (eL − eH)(ε+H − αε−H)F L

H
(B.19)

Since quite obviously eH N = N (eH F
H
+ eH F

L
), using Equation B.14

Nconv − eH N = N (eL − eH)F L
(B.20)

and, using this to divide Equation B.19

Nconv +
− αNconv − − eH(N +

− αN −)

Nconv − eH N
= (ε+H − αε−H)

F
L

H

F
L

(B.21)
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eH is easily found from Equation B.15, since the left-hand side is eH(N
+−β N −

).

Hence

Nconv +
− αNconv − −

(
Nconv

+

−βNconv
−

N
+

−βN
−

)
(N

+
− αN −)

Nconv −
(
Nconv

+

−βNconv
−

N
+

−βN
−

)
N

= (ε+H − αε−H)
F

L

H

F
L

(B.22)

or

(Nconv +
− αNconv −

)(N
+ − β N

−
)− (Nconv

+ − β Nconv
−
)(N

+
− αN

−
)

Nconv (N
+ − β N

−
)− N (Nconv

+ − β Nconv
−
)

= (ε+H−αε−H)
F

L

H

F
L
.

(B.23)

We write, for simplicity,

(Nconv +
− αNconv −)(N

+ − β N −
)− (Nconv

+ − β Nconv
−
)(N

+
− αN −)

Nconv (N
+ − β N −

)− N (Nconv
+ − β Nconv

−
)

≡ χ.

(B.24)

(some algebra)

N F
L
χ = (N

+
− αN −)

F
L

H

F
H

But from Equation B.2, F
L
= (1− F

H
), so

N (1− F
H
)χ = (N

+
− αN −)

F
L

H

F
H

(B.25)

Combining these, and applying the definition of the scale factor,

(N
+

+
− αN +

−)− β(N
−
+
− αN −

−)

(N
+
− αN −)− N (1− F

H
)χ

= (SF )(Ä+H − βÄ−H) (B.26)

From definitions (see Equation B.8) we can also write

(SF ) =
N

+ − β N −

N F
H

÷ Nmc
+ − β Nmc

−

Nmc Fmc
H

. (B.27)
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or

F
H
=

N
+ − β N −

N (SF )

Nmc Fmc
H

Nmc
+ − β Nmc

− . (B.28)

Substituting F
H

into Equation B.26,

(N
+

+
− αN +

−)− β(N
−
+
− αN −

−)

(N
+
− αN −)−

(
N − N

+

−βN
−

(SF )

Nmc Fmc
H

Nmc
+

−βNmc
−

)
χ

= (SF )(Ä+H − βÄ−H)

(B.29)

we can rearrange this expression to solve for (SF )

(SF ) =

(N
+

+
−αN

+

−
)−β(N

−

+
−αN

−

−
)

(Ä+H−βÄ−H)
− χ (N

+

−N
−

)

Nmc
+

−βNmc
− (Nmc Fmc

H
).

(N
+
− αN −)− N χ

(B.30)

with

χ ≡
(N

+ − β N −
)(Nconv +

− αNconv −)− (N
+
− αN −)(Nconv

+ − β Nconv
−
)

Nconv (N
+ − β N −

)− N (Nconv
+ − β Nconv

−
)

(B.31)

and

(Ä+H − βÄ−H) =
(Nmc

+

+
− αNmc

+

−)− β(Nmc
−
+
− αNmc

−
−)

(Nmc +
− αNmc −)(1− Fmc

L

H
/Fmc H

)
.
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Analysis Appendices

C.1 Events at Each Cut Stage for tt MC For Each

Channel
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Channel evqqbb mvqqbb tvqqbb evevbb mvmvbb tvtvbb evmvbb evtvbb mvtvbb qqqqbb
CEM

Stage 0 Initial 168044 167958 167694 13446 13312 13587 26963 26950 27170 524919
Stage 1 Obsv 161714 161679 161329 12981 12824 13099 25931 25942 26094 505052
Stage 2 Trigger 161714 161679 161329 12981 12824 13099 25931 25942 26094 505052
Stage 3 ≥1tlep 61468 639 5437 8087 50 875 10023 10433 877 1805
Stage 4 Met 55280 588 4665 7430 47 792 9248 9578 795 664
Stage 5 Iso 49102 156 3793 6940 20 683 8559 8807 688 72
Stage 5 ≥3jets 43666 125 3376 2966 1 283 1604 3699 128 72
Stage 6 !Dilep 43336 97 3351 2427 0 263 721 3521 67 72
Stage 7 !Z 42435 96 3297 1834 0 243 616 3146 57 66
Stage 8 !Conv 42435 96 3297 1834 0 243 616 3146 57 66
Stage 9 !Diffz 42431 96 3297 1834 0 243 616 3146 57 66
Stage 10 Kin Veto 38767 72 2594 1584 0 162 494 2589 39 52
Stage 11 Si Good 38767 72 2594 1584 0 162 494 2589 39 52
Stage 12 Tgb 37245 68 2491 1487 0 150 459 2453 35 49
Stage 13 ≥1+Btag 25066 40 1664 1036 0 110 328 1730 25 22
Stage 14 ≥2+Btag 7388 14 488 289 0 32 108 527 7 6
Stage 15 ≥1-Btag 885 4 69 33 0 1 9 54 3 3
Stage 16 ≥1+-Btag 457 3 36 12 0 1 4 30 1 2
Stage 17 ≥2-Btag 11 0 1 0 0 0 0 0 0 0
Stage 18 Ltgb 37467 69 2504 1500 0 151 468 2475 35 51
Stage 19 ≥1+Ltag 28247 45 1864 1157 0 122 371 1959 26 30
Stage 20 ≥2+Ltag 10447 16 698 405 0 49 146 744 11 11
Stage 21 ≥1-Ltag 2100 5 159 68 0 7 18 118 4 4
Stage 22 ≥1+-Ltag 1294 3 97 33 0 7 11 77 1 3
Stage 23 ≥2-Ltag 58 2 4 2 0 0 0 2 0 1

CMUP
Stage 0 Initial 168044 167958 167694 13446 13312 13587 26963 26950 27170 524919
Stage 1 Obsv 161714 161679 161329 12981 12824 13099 25931 25942 26094 505052
Stage 2 Trigger 161714 161679 161329 12981 12824 13099 25931 25942 26094 505052
Stage 3 ≥1tlep 313 39640 3339 16 5556 574 6419 526 6791 962
Stage 4 Met 272 35095 2917 13 5145 515 5836 481 6196 784
Stage 5 Iso 10 30724 2341 0 4854 451 5313 419 5671 6
Stage 5 ≥3jets 7 27260 2096 0 921 194 2097 160 2301 6
Stage 6 !Dilep 6 27051 2087 0 491 183 1609 119 2178 6
Stage 7 !Z 6 26746 2075 0 432 175 1423 105 2012 6
Stage 8 !Cosmic 6 26746 2075 0 432 175 1423 105 2012 6
Stage 9 !Diffz 6 26737 2075 0 432 175 1423 105 2012 6
Stage 10 Kin Veto 5 24232 1481 0 334 113 1230 68 1655 4
Stage 11 Si Good 5 24232 1481 0 334 113 1230 68 1655 4
Stage 12 Tgb 5 23301 1406 0 316 102 1151 65 1562 4
Stage 13 ≥1+Btag 3 15594 942 0 227 71 795 45 1077 4
Stage 14 ≥2+Btag 0 4586 271 0 66 22 226 11 325 1
Stage 15 ≥1-Btag 0 606 30 0 4 3 31 1 42 0
Stage 16 ≥1+-Btag 0 309 14 0 3 1 17 1 20 0
Stage 17 ≥2-Btag 0 5 0 0 0 0 0 0 0 0
Stage 18 Ltgb 5 23447 1413 0 319 106 1163 66 1572 4
Stage 19 ≥1+Ltag 3 17587 1067 0 250 74 894 50 1213 4
Stage 20 ≥2+Ltag 0 6570 377 0 90 29 318 17 446 2
Stage 21 ≥1-Ltag 0 1350 84 0 12 6 57 2 74 0
Stage 22 ≥1+-Ltag 0 778 48 0 5 1 35 2 45 0
Stage 23 ≥2-Ltag 0 31 0 0 0 0 0 0 0 0

CMX
Stage 0 Initial 168044 167958 167694 13446 13312 13587 26963 26950 27170 524919
Stage 1 Obsv 161714 161679 161329 12981 12824 13099 25931 25942 26094 505052
Stage 2 Trigger 161714 161679 161329 12981 12824 13099 25931 25942 26094 505052
Stage 3 ≥1tlep 146 13221 1133 12 1981 143 2146 183 2331 468
Stage 4 Met 128 11725 963 10 1831 126 1964 160 2125 366
Stage 5 Iso 1 10273 739 0 1691 105 1771 141 1938 2
Stage 5 ≥3jets 0 9122 654 0 321 52 711 52 791 2
Stage 6 !Dilep 0 9068 651 0 143 48 534 34 753 2
Stage 7 !Z 0 8974 644 0 124 46 457 32 691 2
Stage 8 !Cosmic 0 8974 644 0 124 46 457 32 691 2
Stage 9 !Diffz 0 8972 644 0 124 46 457 32 691 2
Stage 10 Kin Veto 0 8242 579 0 104 29 408 27 546 2
Stage 11 Si Good 0 8242 579 0 104 29 408 27 546 2
Stage 12 Tgb 0 7968 554 0 100 28 390 24 525 2
Stage 13 ≥1+Btag 0 5434 370 0 78 22 271 15 367 2
Stage 14 ≥2+Btag 0 1636 88 0 24 7 79 3 107 1
Stage 15 ≥1-Btag 0 199 11 0 3 2 9 1 14 0
Stage 16 ≥1+-Btag 0 108 7 0 2 1 3 0 4 0
Stage 17 ≥2-Btag 0 3 0 0 0 0 0 0 0 0
Stage 18 Ltgb 0 8008 556 0 102 28 393 24 533 2
Stage 19 ≥1+Ltag 0 6104 429 0 81 24 301 18 410 2
Stage 20 ≥2+Ltag 0 2317 139 0 35 10 101 4 160 1
Stage 21 ≥1-Ltag 0 467 25 0 5 2 14 2 28 0
Stage 22 ≥1+-Ltag 0 267 17 0 3 1 6 1 12 0
Stage 23 ≥2-Ltag 0 10 0 0 0 0 0 0 0 0

Table C.1: Event counts at each successive stage for ttopel Top Monte Carlo, with
MTop = 178 Gev/C2, for the ≥ 3 jet bin for each decay type.
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Channel evqqbb mvqqbb tvqqbb evevbb mvmvbb tvtvbb evmvbb evtvbb mvtvbb qqqqbb
CEM

Stage 0 Initial 168044 167958 167694 13446 13312 13587 26963 26950 27170 524919
Stage 1 Obsv 161714 161679 161329 12981 12824 13099 25931 25942 26094 505052
Stage 2 Trigger 161714 161679 161329 12981 12824 13099 25931 25942 26094 505052
Stage 3 ≥1tlep 61468 639 5437 8087 50 875 10023 10433 877 1805
Stage 4 Met 55280 588 4665 7430 47 792 9248 9578 795 664
Stage 5 Iso 49102 156 3793 6940 20 683 8559 8807 688 72
Stage 5 ≥4jets 25645 63 1965 610 1 65 234 748 20 61
Stage 6 !Dilep 25462 54 1954 491 0 61 110 713 10 61
Stage 7 !Z 24911 54 1921 376 0 55 90 615 7 55
Stage 8 !Conv 24911 54 1921 376 0 55 90 615 7 55
Stage 9 !Diffz 24907 54 1921 376 0 55 90 615 7 55
Stage 10 Kin Veto 23795 41 1615 352 0 48 82 559 5 47
Stage 11 Si Good 23795 41 1615 352 0 48 82 559 5 47
Stage 12 Tgb 22952 38 1551 334 0 47 74 538 5 44
Stage 13 ≥1+Btag 15831 22 1070 238 0 35 47 369 4 22
Stage 14 ≥2+Btag 5008 9 321 66 0 9 14 117 0 6
Stage 15 ≥1-Btag 553 2 43 7 0 1 2 13 1 3
Stage 16 ≥1+-Btag 311 2 23 3 0 1 0 5 1 2
Stage 17 ≥2-Btag 8 0 0 0 0 0 0 0 0 0
Stage 18 Ltgb 23088 38 1563 337 0 47 76 542 5 46
Stage 19 ≥1+Ltag 17829 26 1172 261 0 38 60 422 4 28
Stage 20 ≥2+Ltag 7081 9 466 98 0 16 21 160 1 11
Stage 21 ≥1-Ltag 1341 2 107 17 0 1 6 28 1 4
Stage 22 ≥1+-Ltag 884 2 65 9 0 1 4 16 1 3
Stage 23 ≥2-Ltag 40 1 2 1 0 0 0 2 0 1

CMUP
Stage 0 Initial 168044 167958 167694 13446 13312 13587 26963 26950 27170 524919
Stage 1 Obsv 161714 161679 161329 12981 12824 13099 25931 25942 26094 505052
Stage 2 Trigger 161714 161679 161329 12981 12824 13099 25931 25942 26094 505052
Stage 3 ≥1tlep 313 39640 3339 16 5556 574 6419 526 6791 962
Stage 4 Met 272 35095 2917 13 5145 515 5836 481 6196 784
Stage 5 Iso 10 30724 2341 0 4854 451 5313 419 5671 6
Stage 5 ≥4jets 5 15965 1186 0 178 38 410 25 449 6
Stage 6 !Dilep 5 15840 1181 0 95 36 335 18 425 6
Stage 7 !Z 5 15650 1176 0 87 33 290 17 384 6
Stage 8 !Cosmic 5 15650 1176 0 87 33 290 17 384 6
Stage 9 !Diffz 5 15642 1176 0 87 33 290 17 384 6
Stage 10 Kin Veto 4 14815 891 0 76 26 265 14 347 4
Stage 11 Si Good 4 14815 891 0 76 26 265 14 347 4
Stage 12 Tgb 4 14318 854 0 75 25 247 14 327 4
Stage 13 ≥1+Btag 2 9868 586 0 59 19 165 12 221 4
Stage 14 ≥2+Btag 0 3156 194 0 15 5 52 5 69 1
Stage 15 ≥1-Btag 0 364 22 0 0 1 9 0 12 0
Stage 16 ≥1+-Btag 0 204 11 0 0 1 7 0 7 0
Stage 17 ≥2-Btag 0 4 0 0 0 0 0 0 0 0
Stage 18 Ltgb 4 14402 856 0 75 26 250 14 328 4
Stage 19 ≥1+Ltag 2 11092 658 0 65 21 184 12 247 4
Stage 20 ≥2+Ltag 0 4479 258 0 22 8 72 8 94 2
Stage 21 ≥1-Ltag 0 861 53 0 1 2 14 0 18 0
Stage 22 ≥1+-Ltag 0 541 32 0 0 1 10 0 14 0
Stage 23 ≥2-Ltag 0 24 0 0 0 0 0 0 0 0

CMX
Stage 0 Initial 168044 167958 167694 13446 13312 13587 26963 26950 27170 524919
Stage 1 Obsv 161714 161679 161329 12981 12824 13099 25931 25942 26094 505052
Stage 2 Trigger 161714 161679 161329 12981 12824 13099 25931 25942 26094 505052
Stage 3 ≥1tlep 146 13221 1133 12 1981 143 2146 183 2331 468
Stage 4 Met 128 11725 963 10 1831 126 1964 160 2125 366
Stage 5 Iso 1 10273 739 0 1691 105 1771 141 1938 2
Stage 5 ≥4jets 0 5311 377 0 50 10 145 9 163 2
Stage 6 !Dilep 0 5279 375 0 24 10 113 8 158 2
Stage 7 !Z 0 5225 368 0 23 9 93 8 143 2
Stage 8 !Cosmic 0 5225 368 0 23 9 93 8 143 2
Stage 9 !Diffz 0 5224 368 0 23 9 93 8 143 2
Stage 10 Kin Veto 0 5060 351 0 21 8 85 8 127 2
Stage 11 Si Good 0 5060 351 0 21 8 85 8 127 2
Stage 12 Tgb 0 4898 336 0 21 8 85 7 121 2
Stage 13 ≥1+Btag 0 3438 234 0 16 6 65 5 90 2
Stage 14 ≥2+Btag 0 1137 61 0 4 3 20 1 28 1
Stage 15 ≥1-Btag 0 114 8 0 2 1 3 0 4 0
Stage 16 ≥1+-Btag 0 71 6 0 2 1 2 0 0 0
Stage 17 ≥2-Btag 0 3 0 0 0 0 0 0 0 0
Stage 18 Ltgb 0 4919 336 0 21 8 85 7 123 2
Stage 19 ≥1+Ltag 0 3848 268 0 17 7 71 5 96 2
Stage 20 ≥2+Ltag 0 1593 94 0 7 3 27 1 37 1
Stage 21 ≥1-Ltag 0 306 18 0 4 1 4 1 10 0
Stage 22 ≥1+-Ltag 0 188 16 0 3 1 3 1 4 0
Stage 23 ≥2-Ltag 0 8 0 0 0 0 0 0 0 0

Table C.2: Event counts at each successive stage for ttopel top Monte Carlo, with
mtop = 178 GeV/c2, for the ≥ 4 jet bin for each decay type.
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C.2 Unoptimized Summary Tables

Corrections to Pretag data
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Data 30628.00 ± 0.00 4791.00 ± 0.00 769.00 ± 0.00 179.00 ± 0.00 36.00 ± 0.00
Non-W 2265.47 ± 567.81 453.22 ± 114.65 79.00 ± 21.10 18.71 ± 5.00 3.53 ± 0.94
tt ( 8.9 pb) 9.20 ± 0.82 49.55 ± 4.40 96.66 ± 8.58 86.37 ± 7.67 26.63 ± 2.38
EW 157.32 ± 14.33 151.44 ± 13.67 31.54 ± 2.92 5.26 ± 0.47 0.82 ± 0.07
Single Top 18.71 ± 4.51 23.37 ± 5.04 4.54 ± 0.97 0.72 ± 0.16 0.09 ± 0.02
Data, Corrected 28177.30 ± 584.08 4113.43 ± 134.29 557.27 ± 32.49 67.94 ± 13.03 4.92 ± 3.37

Table C.3: Corrections to pretag data for the W+HF background estimate. After
an initial measurement, the tt cross section is input back into this calculation, and
the process is iterated until the result is stable to 1%. These numbers are for the
unoptimized analysis.

The tables are arranged in the following format.

• εq−jet is the MC efficiency to tag a q-flavor jet.

• εq−jetSF is the MC efficiency times the b-tag scale factor.

• ΦE is the event scale factor.

• ε≥1,2 are the ≥ 1, 2 event tagging efficiencies, respectively.

• εpretag is the pretag efficiency in the Monte Carlo

• εpretag ∗ SF is the pretag efficiency times the pretag scale factors.

• “Pretag” is the number of pretag event counts.

• “≥ 1+ Tag” is the number of tagged event counts.

• “≥ 2+ Tag” is the number of double-tagged event counts.
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tt ( 8.9 pb), σ
∫
Ldt = 2835± 369

1 jet 2 jets 3 jets 4 jets ≥ 5 jets
εb−jet(%) 44.43 ± 0.79 44.80 ± 0.26 44.80 ± 0.17 44.77 ± 0.17 43.83 ± 0.31
εc−jet(%) 10.97 ± 2.51 10.40 ± 0.57 10.07 ± 0.25 9.36 ± 0.21 9.80 ± 0.35
εb−jet ∗ SF (%) 40.39 ± 2.76 40.72 ± 2.70 40.72 ± 2.69 40.70 ± 2.69 39.84 ± 2.64
εc−jet ∗ SF (%) 9.97 ± 2.63 9.45 ± 1.35 9.15 ± 1.23 8.51 ± 1.14 8.91 ± 1.22

Φ≥1e (%) 91.04 ± 6.13 92.65 ± 5.23 93.23 ± 5.03 93.76 ± 4.77 94.13 ± 4.78

Φ≥2e (%) 0.00 ± 0.00 83.20 ± 11.40 84.35 ± 11.56 85.13 ± 11.44 86.36 ± 11.45
ε≥1(%) 36.81 ± 0.70 54.88 ± 0.31 61.34 ± 0.22 66.41 ± 0.22 67.00 ± 0.40
ε≥2 (%) 0.00 ± 0.00 11.28 ± 0.20 15.55 ± 0.16 20.75 ± 0.19 21.83 ± 0.35
ε≥1 ∗ Φe (%) 33.51 ± 2.34 50.85 ± 2.88 57.19 ± 3.09 62.27 ± 3.17 63.07 ± 3.22
ε≥2 ∗ Φe(%) 0.00 ± 0.00 9.38 ± 1.30 13.12 ± 1.80 17.66 ± 2.38 18.85 ± 2.52
εbjet(%) 44.65 ± 0.11
εcjet(%) 9.68 ± 0.15
εbjet ∗ SF (%) 40.59 ± 2.68
εcjet ∗ SF (%) 8.80 ± 1.17
ε≥1(%) 64.15 ± 0.15
ε≥2(%) 18.49 ± 0.12
Φ1E(%) 93.62 ± 4.87
Φ2E(%) 85.10 ± 11.48
ε≥1(%) ∗ Φ1E 60.06 ± 3.13
ε≥2(%) ∗ Φ2E 15.73 ± 2.13

CEM
εpretag(%) 0.21 ± 0.00 1.10 ± 0.01 2.14 ± 0.01 1.94 ± 0.01 0.60 ± 0.01
εpretag ∗ SF (%) 0.19 ± 0.01 1.00 ± 0.07 1.95 ± 0.13 1.77 ± 0.12 0.55 ± 0.04
εpretag(%) 4.68 ± 0.02
εpretag ∗ SF (%) 4.27 ± 0.29
Pretag Counts 5.43 ± 0.48 28.44 ± 2.55 55.32 ± 4.95 50.15 ± 4.49 15.51 ± 1.41
≥ 1+ Tag Counts 1.82 ± 0.21 14.46 ± 1.54 31.64 ± 3.31 31.23 ± 3.22 9.78 ± 1.02
≥ 2+ Tag Counts 0.00 ± 0.00 2.67 ± 0.44 7.26 ± 1.19 8.86 ± 1.43 2.92 ± 0.47

CMUP
εpretag(%) 0.13 ± 0.00 0.71 ± 0.01 1.39 ± 0.01 1.22 ± 0.01 0.37 ± 0.01
εpretag ∗ SF (%) 0.10 ± 0.01 0.54 ± 0.04 1.05 ± 0.07 0.92 ± 0.06 0.28 ± 0.02
εpretag(%) 2.98 ± 0.02
εpretag ∗ SF (%) 2.25 ± 0.15
Pretag Counts 2.78 ± 0.25 15.20 ± 1.38 29.75 ± 2.68 26.11 ± 2.36 7.92 ± 0.74
≥ 1+ Tag Counts 0.93 ± 0.11 7.73 ± 0.83 17.01 ± 1.79 16.26 ± 1.69 4.99 ± 0.53
≥ 2+ Tag Counts 0.00 ± 0.00 1.43 ± 0.24 3.90 ± 0.64 4.61 ± 0.75 1.49 ± 0.24

CMX
εpretag(%) 0.04 ± 0.00 0.24 ± 0.00 0.47 ± 0.01 0.41 ± 0.01 0.13 ± 0.00
εpretag ∗ SF (%) 0.04 ± 0.00 0.22 ± 0.01 0.43 ± 0.03 0.37 ± 0.03 0.12 ± 0.01
εpretag(%) 1.00 ± 0.01
εpretag ∗ SF (%) 0.91 ± 0.06
Pretag Counts 0.99 ± 0.09 5.91 ± 0.53 11.58 ± 1.07 10.10 ± 0.94 3.20 ± 0.29
≥ 1+ Tag Counts 0.33 ± 0.04 3.01 ± 0.32 6.62 ± 0.71 6.29 ± 0.67 2.02 ± 0.21
≥ 2+ Tag Counts 0.00 ± 0.00 0.56 ± 0.09 1.52 ± 0.25 1.78 ± 0.29 0.60 ± 0.10

Total
Pretag 9.20 ± 0.82 49.55 ± 4.40 96.66 ± 8.58 86.37 ± 7.67 26.63 ± 2.38
≥ 1 Tag Counts 3.08 ± 0.35 25.19 ± 2.66 55.28 ± 5.74 53.78 ± 5.50 16.80 ± 1.73
≥ 2 Tag Counts 0.00 ± 0.00 4.65 ± 0.76 12.68 ± 2.07 15.26 ± 2.46 5.02 ± 0.81

Table C.4: Summary table for tt. These numbers are for the unoptimized analysis.
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WW , σ
∫
Ldt = 4220± 253

1 jet 2 jets 3 jets 4 jets ≥ 5 jets
εb−jet(%) 41.94 ± 8.86 37.86 ± 4.78 43.33 ± 5.22 25.93 ± 8.43 25.00 ± 12.50
εc−jet(%) 7.71 ± 0.47 8.46 ± 0.33 8.09 ± 0.67 7.36 ± 1.51 9.09 ± 3.88
εb−jet ∗ SF (%) 38.12 ± 8.44 34.41 ± 4.90 39.39 ± 5.41 23.57 ± 7.82 22.73 ± 11.46
εc−jet ∗ SF (%) 7.01 ± 1.02 7.69 ± 1.06 7.35 ± 1.15 6.69 ± 1.63 8.26 ± 3.69

Φ≥1e (%) 90.90 ± 12.18 90.92 ± 12.09 91.07 ± 11.53 91.41 ± 10.99 92.16 ± 9.48

Φ≥2e (%) 0.00 ± 0.00 82.63 ± 18.39 82.64 ± 17.97 82.75 ± 17.58 83.16 ± 16.70
ε≥1(%) 2.06 ± 0.11 4.42 ± 0.16 5.68 ± 0.39 5.75 ± 0.96 11.83 ± 3.35
ε≥2 (%) 0.00 ± 0.00 0.04 ± 0.01 0.12 ± 0.06 0.00 ± 0.00 1.08 ± 1.07
ε≥1 ∗ Φe (%) 1.87 ± 0.27 4.02 ± 0.55 5.17 ± 0.75 5.26 ± 1.08 10.90 ± 3.28
ε≥2 ∗ Φe(%) 0.00 ± 0.00 0.03 ± 0.01 0.10 ± 0.05 0.00 ± 0.00 0.90 ± 0.91
εbjet(%) 37.98 ± 4.27
εcjet(%) 8.01 ± 0.61
εbjet ∗ SF (%) 34.52 ± 4.50
εcjet ∗ SF (%) 7.28 ± 1.11
ε≥1(%) 5.83 ± 0.36
ε≥2(%) 0.12 ± 0.05
Φ1E(%) 91.19 ± 11.31
Φ2E(%) 82.80 ± 17.54
ε≥1(%) ∗ Φ1E 5.32 ± 0.74
ε≥2(%) ∗ Φ2E 0.10 ± 0.05

CEM
εpretag(%) 1.93 ± 0.02 1.92 ± 0.02 0.39 ± 0.01 0.06 ± 0.00 0.01 ± 0.00
εpretag ∗ SF (%) 1.76 ± 0.12 1.75 ± 0.12 0.36 ± 0.03 0.05 ± 0.00 0.01 ± 0.00
εpretag(%) 0.47 ± 0.01
εpretag ∗ SF (%) 0.43 ± 0.03
Pretag Counts 74.28 ± 6.83 73.90 ± 6.79 15.01 ± 1.42 2.31 ± 0.21 0.38 ± 0.04
≥ 1+ Tag Counts 1.39 ± 0.24 2.97 ± 0.49 0.78 ± 0.13 0.12 ± 0.03 0.04 ± 0.01
≥ 2+ Tag Counts 0.00 ± 0.00 0.02 ± 0.01 0.01 ± 0.01 0.00 ± 0.00 0.00 ± 0.00

CMUP
εpretag(%) 1.20 ± 0.02 1.14 ± 0.02 0.25 ± 0.01 0.04 ± 0.00 0.01 ± 0.00
εpretag ∗ SF (%) 0.91 ± 0.06 0.86 ± 0.06 0.19 ± 0.01 0.03 ± 0.00 0.01 ± 0.00
εpretag(%) 0.29 ± 0.01
εpretag ∗ SF (%) 0.22 ± 0.02
Pretag Counts 38.24 ± 3.57 36.33 ± 3.40 7.97 ± 0.80 1.27 ± 0.12 0.32 ± 0.03
≥ 1+ Tag Counts 0.72 ± 0.12 1.46 ± 0.24 0.41 ± 0.07 0.07 ± 0.02 0.03 ± 0.01
≥ 2+ Tag Counts 0.00 ± 0.00 0.01 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

CMX
εpretag(%) 0.49 ± 0.01 0.46 ± 0.01 0.09 ± 0.00 0.02 ± 0.00 0.00 ± 0.00
εpretag ∗ SF (%) 0.44 ± 0.03 0.42 ± 0.03 0.08 ± 0.01 0.02 ± 0.00 0.00 ± 0.00
εpretag(%) 0.12 ± 0.01
εpretag ∗ SF (%) 0.11 ± 0.01
Pretag Counts 17.98 ± 1.69 16.88 ± 1.59 3.30 ± 0.30 0.73 ± 0.07 0.00 ± 0.00
≥ 1+ Tag Counts 0.34 ± 0.06 0.68 ± 0.11 0.17 ± 0.03 0.04 ± 0.01 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Total
Pretag 130.50 ± 11.72 127.10 ± 11.42 26.28 ± 2.40 4.32 ± 0.39 0.70 ± 0.06
≥ 1 Tag Counts 2.44 ± 0.42 5.11 ± 0.84 1.36 ± 0.23 0.23 ± 0.05 0.08 ± 0.02
≥ 2 Tag Counts 0.00 ± 0.00 0.04 ± 0.01 0.03 ± 0.01 0.00 ± 0.00 0.01 ± 0.01

Table C.5: Summary table forWW . See Section C.2 for a description of the variables.
These numbers are for the unoptimized analysis.
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WZ, σ
∫
Ldt = 1261± 77

1 jet 2 jets 3 jets 4 jets ≥ 5 jets
εb−jet(%) 41.08 ± 1.09 40.68 ± 0.81 38.97 ± 1.75 37.42 ± 3.89 47.83 ± 10.42
εc−jet(%) 7.41 ± 0.77 9.24 ± 0.56 9.05 ± 1.07 9.22 ± 2.44 11.76 ± 5.53
εb−jet ∗ SF (%) 37.34 ± 2.66 36.98 ± 2.55 35.42 ± 2.83 34.01 ± 4.19 43.48 ± 9.90
εc−jet ∗ SF (%) 6.74 ± 1.13 8.40 ± 1.22 8.23 ± 1.46 8.38 ± 2.48 10.69 ± 5.22

Φ≥1e (%) 90.90 ± 6.86 92.08 ± 6.38 92.29 ± 6.51 92.37 ± 6.40 92.38 ± 7.33

Φ≥2e (%) 0.00 ± 0.00 82.63 ± 11.68 82.83 ± 11.61 83.00 ± 11.71 82.79 ± 12.13
ε≥1(%) 10.77 ± 0.33 16.02 ± 0.37 15.81 ± 0.79 18.47 ± 1.99 19.12 ± 4.77
ε≥2 (%) 0.00 ± 0.00 2.03 ± 0.14 2.69 ± 0.35 2.37 ± 0.78 4.41 ± 2.49
ε≥1 ∗ Φe (%) 9.79 ± 0.80 14.75 ± 1.08 14.59 ± 1.26 17.06 ± 2.19 17.66 ± 4.62
ε≥2 ∗ Φe(%) 0.00 ± 0.00 1.68 ± 0.26 2.23 ± 0.43 1.97 ± 0.70 3.65 ± 2.13
εbjet(%) 38.94 ± 1.58
εcjet(%) 9.18 ± 0.97
εbjet ∗ SF (%) 35.40 ± 2.74
εcjet ∗ SF (%) 8.34 ± 1.41
ε≥1(%) 16.29 ± 0.73
ε≥2(%) 2.69 ± 0.32
Φ1E(%) 92.31 ± 6.51
Φ2E(%) 82.87 ± 11.65
ε≥1(%) ∗ Φ1E 15.04 ± 1.26
ε≥2(%) ∗ Φ2E 2.23 ± 0.41

CEM
εpretag(%) 0.95 ± 0.02 1.08 ± 0.02 0.23 ± 0.01 0.04 ± 0.00 0.01 ± 0.00
εpretag ∗ SF (%) 0.87 ± 0.06 0.98 ± 0.07 0.21 ± 0.02 0.04 ± 0.00 0.01 ± 0.00
εpretag(%) 0.27 ± 0.01
εpretag ∗ SF (%) 0.25 ± 0.02
Pretag Counts 10.93 ± 1.02 12.42 ± 1.15 2.65 ± 0.27 0.46 ± 0.04 0.12 ± 0.01
≥ 1+ Tag Counts 1.07 ± 0.13 1.83 ± 0.22 0.39 ± 0.05 0.08 ± 0.01 0.02 ± 0.01
≥ 2+ Tag Counts 0.00 ± 0.00 0.21 ± 0.04 0.06 ± 0.01 0.01 ± 0.00 0.00 ± 0.00

CMUP
εpretag(%) 0.59 ± 0.01 0.65 ± 0.01 0.13 ± 0.01 0.03 ± 0.00 0.00 ± 0.00
εpretag ∗ SF (%) 0.45 ± 0.03 0.49 ± 0.03 0.10 ± 0.01 0.02 ± 0.00 0.00 ± 0.00
εpretag(%) 0.17 ± 0.01
εpretag ∗ SF (%) 0.13 ± 0.01
Pretag Counts 5.62 ± 0.52 6.19 ± 0.57 1.24 ± 0.15 0.29 ± 0.03 0.00 ± 0.00
≥ 1+ Tag Counts 0.55 ± 0.07 0.91 ± 0.11 0.18 ± 0.03 0.05 ± 0.01 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.10 ± 0.02 0.03 ± 0.01 0.01 ± 0.00 0.00 ± 0.00

CMX
εpretag(%) 0.22 ± 0.01 0.26 ± 0.01 0.06 ± 0.00 0.01 ± 0.00 0.00 ± 0.00
εpretag ∗ SF (%) 0.20 ± 0.02 0.24 ± 0.02 0.05 ± 0.00 0.01 ± 0.00 0.00 ± 0.00
εpretag(%) 0.07 ± 0.00
εpretag ∗ SF (%) 0.06 ± 0.00
Pretag Counts 2.41 ± 0.24 2.85 ± 0.28 0.66 ± 0.06 0.11 ± 0.01 0.00 ± 0.00
≥ 1+ Tag Counts 0.24 ± 0.03 0.42 ± 0.05 0.10 ± 0.01 0.02 ± 0.00 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.05 ± 0.01 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Total
Pretag 18.96 ± 1.71 21.46 ± 1.93 4.54 ± 0.43 0.86 ± 0.08 0.12 ± 0.01
≥ 1 Tag Counts 1.86 ± 0.23 3.17 ± 0.37 0.66 ± 0.09 0.15 ± 0.02 0.02 ± 0.01
≥ 2 Tag Counts 0.00 ± 0.00 0.36 ± 0.07 0.10 ± 0.02 0.02 ± 0.01 0.00 ± 0.00

Table C.6: Summary table forWZ. See Section C.2 for a description of the variables.
These numbers are for the unoptimized analysis.
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ZZ, σ
∫
Ldt = 503± 30

1 jet 2 jets 3 jets 4 jets ≥ 5 jets
εb−jet(%) 29.76 ± 4.99 46.10 ± 2.90 42.19 ± 4.37 33.33 ± 8.61 44.44 ± 16.56
εc−jet(%) 8.70 ± 2.94 8.15 ± 1.79 8.49 ± 2.71 5.88 ± 4.04 0.00 ± 0.00
εb−jet ∗ SF (%) 27.05 ± 4.87 41.90 ± 3.82 38.35 ± 4.71 30.30 ± 8.08 40.40 ± 15.29
εc−jet ∗ SF (%) 7.91 ± 2.87 7.41 ± 1.90 7.72 ± 2.67 5.34 ± 3.74 0.00 ± 0.00

Φ≥1e (%) 90.90 ± 9.46 92.37 ± 8.05 92.52 ± 8.10 92.68 ± 8.26 92.81 ± 6.50

Φ≥2e (%) 0.00 ± 0.00 82.63 ± 14.28 82.96 ± 14.15 82.96 ± 14.38 82.63 ± 14.06
ε≥1(%) 4.78 ± 0.75 15.78 ± 1.25 16.01 ± 1.94 15.73 ± 3.86 15.79 ± 8.37
ε≥2 (%) 0.00 ± 0.00 3.53 ± 0.63 3.09 ± 0.92 1.12 ± 1.12 5.26 ± 5.12
ε≥1 ∗ Φe (%) 4.35 ± 0.82 14.58 ± 1.72 14.81 ± 2.21 14.58 ± 3.81 14.65 ± 7.84
ε≥2 ∗ Φe(%) 0.00 ± 0.00 2.92 ± 0.72 2.56 ± 0.88 0.93 ± 0.94 4.35 ± 4.29
εbjet(%) 40.72 ± 3.80
εcjet(%) 7.53 ± 2.18
εbjet ∗ SF (%) 37.01 ± 4.23
εcjet ∗ SF (%) 6.84 ± 2.18
ε≥1(%) 15.95 ± 1.70
ε≥2(%) 2.80 ± 0.77
Φ1E(%) 92.58 ± 8.02
Φ2E(%) 82.93 ± 14.20
ε≥1(%) ∗ Φ1E 14.77 ± 2.03
ε≥2(%) ∗ Φ2E 2.32 ± 0.75

CEM
εpretag(%) 0.07 ± 0.00 0.07 ± 0.00 0.04 ± 0.00 0.01 ± 0.00 0.00 ± 0.00
εpretag ∗ SF (%) 0.06 ± 0.00 0.06 ± 0.00 0.04 ± 0.00 0.01 ± 0.00 0.00 ± 0.00
εpretag(%) 0.05 ± 0.00
εpretag ∗ SF (%) 0.05 ± 0.00
Pretag Counts 0.32 ± 0.03 0.32 ± 0.03 0.18 ± 0.02 0.05 ± 0.00 0.00 ± 0.00
≥ 1+ Tag Counts 0.01 ± 0.00 0.05 ± 0.01 0.03 ± 0.00 0.01 ± 0.00 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

CMUP
εpretag(%) 0.08 ± 0.00 0.08 ± 0.00 0.03 ± 0.00 0.01 ± 0.00 0.00 ± 0.00
εpretag ∗ SF (%) 0.06 ± 0.00 0.06 ± 0.00 0.02 ± 0.00 0.01 ± 0.00 0.00 ± 0.00
εpretag(%) 0.04 ± 0.00
εpretag ∗ SF (%) 0.03 ± 0.00
Pretag Counts 0.30 ± 0.03 0.30 ± 0.03 0.11 ± 0.01 0.04 ± 0.00 0.00 ± 0.00
≥ 1+ Tag Counts 0.01 ± 0.00 0.04 ± 0.01 0.02 ± 0.00 0.01 ± 0.00 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

CMX
εpretag(%) 0.03 ± 0.00 0.03 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εpretag ∗ SF (%) 0.03 ± 0.00 0.03 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εpretag(%) 0.01 ± 0.00
εpretag ∗ SF (%) 0.01 ± 0.00
Pretag Counts 0.13 ± 0.01 0.13 ± 0.01 0.04 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
≥ 1+ Tag Counts 0.01 ± 0.00 0.02 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Total
Pretag 0.76 ± 0.07 0.76 ± 0.07 0.34 ± 0.03 0.08 ± 0.01 0.00 ± 0.00
≥ 1 Tag Counts 0.03 ± 0.01 0.11 ± 0.02 0.05 ± 0.01 0.01 ± 0.00 0.00 ± 0.00
≥ 2 Tag Counts 0.00 ± 0.00 0.02 ± 0.01 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Table C.7: Summary table for ZZ. See Section C.2 for a description of the variables.
These numbers are for the unoptimized analysis.
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Z → ττ , σ
∫
Ldt = 4141± 537

1 jet 2 jets 3 jets 4 jets ≥ 5 jets
εb−jet(%) 52.00 ± 9.99 41.67 ± 10.06 33.33 ± 15.71 0.00 ± 0.00 0.00 ± 0.00
εc−jet(%) 6.12 ± 3.42 8.70 ± 4.15 5.88 ± 5.71 0.00 ± 0.00 0.00 ± 0.00
εb−jet ∗ SF (%) 47.27 ± 9.60 37.88 ± 9.48 30.30 ± 14.42 0.00 ± 0.00 0.00 ± 0.00
εc−jet ∗ SF (%) 5.56 ± 3.19 7.91 ± 3.91 5.34 ± 5.24 0.00 ± 0.00 0.00 ± 0.00

Φ≥1e (%) 90.90 ± 18.90 91.42 ± 18.28 92.44 ± 17.24 90.90 ± 33.24 0.00 ± 0.00

Φ≥2e (%) 0.00 ± 0.00 82.63 ± 27.42 82.63 ± 27.03 0.00 ± 0.00 0.00 ± 0.00
ε≥1(%) 2.06 ± 0.30 4.53 ± 0.78 7.75 ± 2.35 0.00 ± 0.00 0.00 ± 0.00
ε≥2 (%) 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
ε≥1 ∗ Φe (%) 1.87 ± 0.48 4.14 ± 1.09 7.16 ± 2.55 0.00 ± 0.00 0.00 ± 0.00
ε≥2 ∗ Φe(%) 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εbjet(%) 33.33 ± 15.71
εcjet(%) 5.00 ± 4.87
εbjet ∗ SF (%) 30.30 ± 14.42
εcjet ∗ SF (%) 4.55 ± 4.47
ε≥1(%) 6.80 ± 2.08
ε≥2(%) 0.00 ± 0.00
Φ1E(%) 92.35 ± 18.19
Φ2E(%) 82.63 ± 27.03
ε≥1(%) ∗ Φ1E 6.28 ± 2.28
ε≥2(%) ∗ Φ2E 0.00 ± 0.00

CEM
εpretag(%) 0.11 ± 0.00 0.03 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εpretag ∗ SF (%) 0.10 ± 0.01 0.03 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εpretag(%) 0.01 ± 0.00
εpretag ∗ SF (%) 0.01 ± 0.00
Pretag Counts 4.15 ± 0.61 1.13 ± 0.17 0.38 ± 0.06 0.00 ± 0.00 0.00 ± 0.00
≥ 1+ Tag Counts 0.08 ± 0.02 0.05 ± 0.01 0.03 ± 0.01 0.00 ± 0.00 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

CMUP
εpretag(%) 0.06 ± 0.00 0.02 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εpretag ∗ SF (%) 0.05 ± 0.00 0.02 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εpretag(%) 0.00 ± 0.00
εpretag ∗ SF (%) 0.00 ± 0.00
Pretag Counts 1.88 ± 0.27 0.63 ± 0.09 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
≥ 1+ Tag Counts 0.04 ± 0.01 0.03 ± 0.01 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

CMX
εpretag(%) 0.03 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εpretag ∗ SF (%) 0.03 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εpretag(%) 0.00 ± 0.00
εpretag ∗ SF (%) 0.00 ± 0.00
Pretag Counts 1.08 ± 0.16 0.36 ± 0.05 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
≥ 1+ Tag Counts 0.02 ± 0.01 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Total
Pretag 7.11 ± 0.83 2.12 ± 0.24 0.38 ± 0.06 0.00 ± 0.00 0.00 ± 0.00
≥ 1 Tag Counts 0.13 ± 0.04 0.09 ± 0.03 0.03 ± 0.01 0.00 ± 0.00 0.00 ± 0.00
≥ 2 Tag Counts 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Table C.8: Summary table for Z → ττ . See Section C.2 for a description of the
variables. These numbers are for the unoptimized analysis.
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Single top, t-channel, σ
∫
Ldt = 280± 23

1 jet 2 jets 3 jets 4 jets ≥ 5 jets
εb−jet(%) 46.35 ± 0.40 45.89 ± 0.36 43.80 ± 0.71 41.43 ± 1.61 44.16 ± 4.00
εc−jet(%) 7.69 ± 1.91 6.85 ± 0.85 9.05 ± 1.98 11.11 ± 4.28 0.00 ± 0.00
εb−jet ∗ SF (%) 42.13 ± 2.80 41.71 ± 2.77 39.81 ± 2.71 37.66 ± 2.88 40.14 ± 4.50
εc−jet ∗ SF (%) 6.99 ± 1.97 6.23 ± 1.13 8.23 ± 2.10 10.10 ± 4.11 0.00 ± 0.00

Φ≥1e (%) 90.90 ± 6.04 91.22 ± 5.86 92.41 ± 5.16 93.00 ± 4.85 93.28 ± 4.77

Φ≥2e (%) 0.00 ± 0.00 82.63 ± 11.55 82.69 ± 11.05 82.83 ± 10.99 83.03 ± 10.84
ε≥1(%) 39.59 ± 0.37 47.05 ± 0.37 55.19 ± 0.86 59.47 ± 2.13 64.20 ± 5.33
ε≥2 (%) 0.00 ± 0.00 1.80 ± 0.10 10.68 ± 0.53 14.82 ± 1.54 19.75 ± 4.42
ε≥1 ∗ Φe (%) 35.99 ± 2.41 42.92 ± 2.78 51.00 ± 2.96 55.31 ± 3.50 59.89 ± 5.84
ε≥2 ∗ Φe(%) 0.00 ± 0.00 1.49 ± 0.22 8.83 ± 1.26 12.28 ± 2.07 16.40 ± 4.25
εbjet(%) 43.44 ± 0.64
εcjet(%) 9.12 ± 1.74
εbjet ∗ SF (%) 39.49 ± 2.67
εcjet ∗ SF (%) 8.29 ± 1.92
ε≥1(%) 55.95 ± 0.79
ε≥2(%) 11.42 ± 0.51
Φ1E(%) 92.55 ± 5.09
Φ2E(%) 82.74 ± 11.03
ε≥1(%) ∗ Φ1E 51.78 ± 2.94
ε≥2(%) ∗ Φ2E 9.45 ± 1.33

CEM
εpretag(%) 4.43 ± 0.05 4.55 ± 0.05 0.86 ± 0.02 0.13 ± 0.01 0.02 ± 0.00
εpretag ∗ SF (%) 4.04 ± 0.27 4.15 ± 0.28 0.78 ± 0.06 0.12 ± 0.01 0.02 ± 0.00
εpretag(%) 1.01 ± 0.02
εpretag ∗ SF (%) 0.92 ± 0.06
Pretag Counts 8.49 ± 3.52 8.72 ± 3.61 1.65 ± 0.68 0.25 ± 0.10 0.04 ± 0.02
≥ 1+ Tag Counts 3.06 ± 1.28 3.74 ± 1.57 0.84 ± 0.35 0.14 ± 0.06 0.02 ± 0.01
≥ 2+ Tag Counts 0.00 ± 0.00 0.13 ± 0.06 0.15 ± 0.06 0.03 ± 0.01 0.01 ± 0.00

CMUP
εpretag(%) 2.59 ± 0.04 2.72 ± 0.04 0.50 ± 0.02 0.09 ± 0.01 0.01 ± 0.00
εpretag ∗ SF (%) 1.96 ± 0.14 2.05 ± 0.14 0.38 ± 0.03 0.07 ± 0.01 0.01 ± 0.00
εpretag(%) 0.59 ± 0.02
εpretag ∗ SF (%) 0.45 ± 0.03
Pretag Counts 4.11 ± 1.70 4.32 ± 1.79 0.79 ± 0.33 0.14 ± 0.06 0.02 ± 0.01
≥ 1+ Tag Counts 1.48 ± 0.62 1.85 ± 0.78 0.40 ± 0.17 0.08 ± 0.03 0.01 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.06 ± 0.03 0.07 ± 0.03 0.02 ± 0.01 0.00 ± 0.00

CMX
εpretag(%) 0.95 ± 0.02 0.91 ± 0.02 0.18 ± 0.01 0.03 ± 0.00 0.00 ± 0.00
εpretag ∗ SF (%) 0.86 ± 0.06 0.83 ± 0.06 0.16 ± 0.01 0.03 ± 0.00 0.00 ± 0.00
εpretag(%) 0.21 ± 0.01
εpretag ∗ SF (%) 0.19 ± 0.02
Pretag Counts 1.74 ± 0.72 1.66 ± 0.69 0.33 ± 0.14 0.05 ± 0.02 0.00 ± 0.00
≥ 1+ Tag Counts 0.62 ± 0.26 0.71 ± 0.30 0.17 ± 0.07 0.03 ± 0.01 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.02 ± 0.01 0.03 ± 0.01 0.01 ± 0.00 0.00 ± 0.00

Total
Pretag 14.34 ± 4.08 14.70 ± 4.20 2.77 ± 0.79 0.45 ± 0.13 0.05 ± 0.02
≥ 1 Tag Counts 5.16 ± 1.51 6.31 ± 1.85 1.41 ± 0.41 0.25 ± 0.07 0.03 ± 0.01
≥ 2 Tag Counts 0.00 ± 0.00 0.22 ± 0.07 0.24 ± 0.08 0.05 ± 0.02 0.01 ± 0.00

Table C.9: Summary table for single top (t-channel). See Section C.2 for a description
of the variables. These numbers are for the unoptimized analysis.
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Single top, s-channel, σ
∫
Ldt = 631± 45

1 jet 2 jets 3 jets 4 jets ≥ 5 jets
εb−jet(%) 44.87 ± 0.47 44.40 ± 0.24 44.04 ± 0.53 41.35 ± 1.34 38.76 ± 3.37
εc−jet(%) 0.00 ± 0.00 5.95 ± 1.83 10.81 ± 2.08 3.64 ± 2.52 0.00 ± 0.00
εb−jet ∗ SF (%) 40.79 ± 2.73 40.36 ± 2.67 40.03 ± 2.69 37.59 ± 2.76 35.23 ± 3.85
εc−jet ∗ SF (%) 0.00 ± 0.00 5.41 ± 1.81 9.83 ± 2.29 3.31 ± 2.33 0.00 ± 0.00

Φ≥1e (%) 90.90 ± 6.02 93.06 ± 4.73 93.17 ± 4.73 93.20 ± 4.74 93.39 ± 4.85

Φ≥2e (%) 0.00 ± 0.00 82.63 ± 10.95 82.78 ± 10.93 82.89 ± 10.92 83.38 ± 10.70
ε≥1(%) 42.81 ± 0.45 64.91 ± 0.31 65.77 ± 0.70 64.09 ± 1.81 62.14 ± 4.78
ε≥2 (%) 0.00 ± 0.00 18.18 ± 0.25 19.38 ± 0.58 16.45 ± 1.40 18.45 ± 3.82
ε≥1 ∗ Φe (%) 38.91 ± 2.61 60.41 ± 3.08 61.28 ± 3.18 59.73 ± 3.47 58.03 ± 5.39
ε≥2 ∗ Φe(%) 0.00 ± 0.00 15.02 ± 2.00 16.04 ± 2.17 13.64 ± 2.14 15.38 ± 3.75
εbjet(%) 43.58 ± 0.49
εcjet(%) 8.78 ± 1.65
εbjet ∗ SF (%) 39.61 ± 2.65
εcjet ∗ SF (%) 7.98 ± 1.83
ε≥1(%) 65.48 ± 0.64
ε≥2(%) 18.99 ± 0.53
Φ1E(%) 93.18 ± 4.73
Φ2E(%) 82.81 ± 10.92
ε≥1(%) ∗ Φ1E 61.01 ± 3.15
ε≥2(%) ∗ Φ2E 15.73 ± 2.12

CEM
εpretag(%) 3.08 ± 0.04 6.08 ± 0.06 1.25 ± 0.03 0.19 ± 0.01 0.03 ± 0.00
εpretag ∗ SF (%) 2.81 ± 0.19 5.55 ± 0.38 1.14 ± 0.08 0.17 ± 0.01 0.03 ± 0.00
εpretag(%) 1.47 ± 0.03
εpretag ∗ SF (%) 1.34 ± 0.09
Pretag Counts 2.62 ± 0.28 5.18 ± 0.55 1.06 ± 0.12 0.16 ± 0.02 0.03 ± 0.00
≥ 1+ Tag Counts 1.02 ± 0.13 3.13 ± 0.37 0.65 ± 0.08 0.10 ± 0.01 0.01 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.78 ± 0.13 0.17 ± 0.03 0.02 ± 0.00 0.00 ± 0.00

CMUP
εpretag(%) 1.74 ± 0.03 3.55 ± 0.04 0.73 ± 0.02 0.11 ± 0.01 0.01 ± 0.00
εpretag ∗ SF (%) 1.31 ± 0.09 2.68 ± 0.18 0.55 ± 0.04 0.08 ± 0.01 0.01 ± 0.00
εpretag(%) 0.86 ± 0.02
εpretag ∗ SF (%) 0.65 ± 0.05
Pretag Counts 1.23 ± 0.13 2.50 ± 0.27 0.51 ± 0.06 0.08 ± 0.01 0.01 ± 0.00
≥ 1+ Tag Counts 0.48 ± 0.06 1.51 ± 0.18 0.32 ± 0.04 0.05 ± 0.01 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.38 ± 0.06 0.08 ± 0.01 0.01 ± 0.00 0.00 ± 0.00

CMX
εpretag(%) 0.64 ± 0.02 1.21 ± 0.03 0.23 ± 0.01 0.04 ± 0.00 0.01 ± 0.00
εpretag ∗ SF (%) 0.58 ± 0.04 1.10 ± 0.08 0.21 ± 0.02 0.04 ± 0.00 0.01 ± 0.00
εpretag(%) 0.28 ± 0.01
εpretag ∗ SF (%) 0.25 ± 0.02
Pretag Counts 0.52 ± 0.06 0.98 ± 0.11 0.19 ± 0.02 0.03 ± 0.00 0.01 ± 0.00
≥ 1+ Tag Counts 0.20 ± 0.03 0.59 ± 0.07 0.11 ± 0.01 0.02 ± 0.00 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.15 ± 0.03 0.03 ± 0.01 0.00 ± 0.00 0.00 ± 0.00

Total
Pretag 4.37 ± 0.42 8.67 ± 0.84 1.77 ± 0.17 0.27 ± 0.03 0.04 ± 0.00
≥ 1 Tag Counts 1.70 ± 0.20 5.24 ± 0.57 1.08 ± 0.12 0.16 ± 0.02 0.02 ± 0.00
≥ 2 Tag Counts 0.00 ± 0.00 1.30 ± 0.21 0.28 ± 0.05 0.04 ± 0.01 0.01 ± 0.00

Table C.10: Summary table for single top (s-channel). See Section C.2 for a descrip-
tion of the variables. These numbers are for the unoptimized analysis.
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W + LF Mistags
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Raw Tag Matrix Predictions
(+) Pred 447.03 ± 5.18 169.45 ± 1.04 49.27 ± 0.65 18.45 ± 0.11 4.75 ± 0.08
(-) Pred 96.12 ± 4.98 41.51 ± 0.96 13.47 ± 0.63 5.25 ± 0.08 1.40 ± 0.05
(+,-) Pred - 1.24 ± 0.15 1.40 ± 0.05 1.56 ± 0.08 0.54 ± 0.05
(-,-) Pred - 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Tag Matrix Predictions, Including αLF × β
(-) Pred ×αLF β 109.96 ± 4.98 52.51 ± 0.96 18.27 ± 0.63 7.35 ± 0.08 1.99 ± 0.05
(+,-) Pred ×αLF β 0.00 ± 0.00 1.62 ± 0.15 1.94 ± 0.05 2.19 ± 0.08 0.77 ± 0.05

Number of W+LF Mistags (corrected for σtt = 8.9 pb)
≥ 1 Tag Counts 94.05 ± 19.28 39.12 ± 7.86 11.05 ± 2.24 2.27 ± 0.45 0.22 ± 0.05
≥ 2 Tag Counts 0.00 ± 0.00 0.54 ± 0.12 0.22 ± 0.05 0.06 ± 0.03 0.03 ± 0.05

Table C.11: Raw mistag matrix prediction, prediction scaled to correct for light flavor
asymmetry, and W+LF estimate removing other backgrounds (assuming σtt = 8.9
pb). This is for the unoptimized analysis.

W + c
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

F1c (%) 4.30 ± 0.90 6.00 ± 1.30 6.30 ± 1.30 6.10 ± 1.30
WC, 1C, 1 Tag (%) 8.19 ± 1.10 8.84 ± 1.23 9.53 ± 1.56 13.16 ± 2.56

Φ≥1e (%) 90.90 ± 12.00 90.90 ± 12.00 90.90 ± 12.00 90.90 ± 12.00
ε≥1 ∗ Φe ∗ FHF (%) 0.35 ± 0.09 0.51 ± 0.13 0.58 ± 0.14 0.75 ± 0.19

Total
Pretag 1211.62 ± 278.66 246.81 ± 61.48 35.11 ± 9.26 4.14 ± 1.67 0.30 ± 0.27
≥ 1 Tag Counts 99.23 ± 26.61 21.06 ± 6.03 3.22 ± 0.98 0.51 ± 0.23 0.02 ± 0.02
≥ 2 Tag Counts 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Table C.12: Summary table for the W+C background. Fic is the heavy flavor fraction
measured from [1], and the efficiencies given are the event tag rates in Monte Carlo.
ΦE is the ratio of event efficiencies with and without the b-tagging scale factor using
the full binomial expression.

W + cc
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

F1c (%) 1.60 ± 0.40 2.40 ± 0.60 3.40 ± 0.90 3.60 ± 1.00
F2c (%) 0.00 ± 0.00 1.80 ± 0.50 2.70 ± 0.70 3.70 ± 1.00
WCC, 1C, 1 Tag (%) 7.44 ± 1.04 8.78 ± 1.37 12.57 ± 2.33 10.53 ± 4.26
WCC, 2C, 1 Tag (%) 0.00 ± 0.00 15.48 ± 2.40 16.59 ± 3.48 23.32 ± 5.14
WCC, 2C, 2 Tag (%) 0.00 ± 0.00 0.36 ± 0.19 0.18 ± 0.12 0.00 ± 0.00

Φ≥1e (%) 90.90 ± 12.00 91.15 ± 11.70 91.13 ± 11.73 91.23 ± 11.61

Φ≥2e (%) 0.00 ± 0.00 82.63 ± 21.82 82.63 ± 21.82 0.00 ± 0.00
ε≥1 ∗ Φe ∗ FHF (%) 0.12 ± 0.03 0.49 ± 0.14 0.88 ± 0.26 1.20 ± 0.36
ε≥2 ∗ Φe ∗ FHF (%) 0.00 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Total
Pretag 450.84 ± 122.03 172.76 ± 50.85 33.99 ± 10.87 4.96 ± 2.30 0.36 ± 0.34
≥ 1 Tag Counts 33.52 ± 10.17 20.13 ± 6.60 4.88 ± 1.70 0.81 ± 0.40 0.02 ± 0.02
≥ 2 Tag Counts 0.00 ± 0.00 0.26 ± 0.11 0.03 ± 0.01 0.00 ± 0.00 0.00 ± 0.00

Table C.13: Summary table for the W+CC background. Fic is the heavy flavor
fraction measured from [1], and the efficiencies given are the event tag rates in Monte
Carlo. ΦE is the ratio of event efficiencies with and without the b-tagging scale factor
using the full binomial expression.



Appendix C: Analysis Appendices 308

W + bb
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

F1b(%) 1.00 ± 0.30 1.40 ± 0.40 2.00 ± 0.50 2.20 ± 0.60
F2b(%) 0.00 ± 0.00 1.40 ± 0.40 2.00 ± 0.50 2.60 ± 0.70
WBB, 1B, 1 Tag (%) 35.04 ± 2.35 37.93 ± 2.38 39.38 ± 4.08 42.76 ± 3.46
WBB, 2B, 1 Tag (%) 0.00 ± 0.00 57.86 ± 3.52 59.01 ± 4.28 60.50 ± 3.92
WBB, 2B, 2 Tag (%) 0.00 ± 0.00 14.10 ± 1.93 16.06 ± 2.42 17.45 ± 2.83

Φ≥1e (%) 90.90 ± 6.00 92.18 ± 5.24 92.11 ± 5.28 92.27 ± 5.18

Φ≥2e (%) 0.00 ± 0.00 82.63 ± 10.91 82.78 ± 11.06 83.08 ± 11.37
ε≥1 ∗ Φe ∗ FHF (%) 0.35 ± 0.11 1.34 ± 0.39 1.96 ± 0.50 2.50 ± 0.69
ε≥2 ∗ Φe ∗ FHF (%) 0.00 ± 0.00 0.20 ± 0.06 0.32 ± 0.09 0.45 ± 0.14

Total
Pretag 281.77 ± 90.36 115.18 ± 36.64 22.29 ± 6.85 3.26 ± 1.51 0.24 ± 0.23
≥ 1 Tag Counts 98.74 ± 32.37 55.13 ± 17.85 10.94 ± 3.44 1.70 ± 0.79 0.12 ± 0.12
≥ 2 Tag Counts 0.00 ± 0.00 8.12 ± 2.82 1.79 ± 0.61 0.31 ± 0.15 0.02 ± 0.02

Table C.14: Summary table for the W+BB background. Fib is the heavy flavor
fraction measured from [1], and the efficiencies given are the event tag rates in Monte
Carlo. ΦE is the ratio of event efficiencies with and without the b-tagging scale factor
using the full binomial expression.
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Non-W : Raw Counts
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Electrons
Npre
A 101832 12862 1773 189 30

Npre
B 63472 5328 612 87 11

Npre
C 2853 889 175 37 9

Npre
D

17643 2845 468 114 19

N+
A 3017 714 161 23 5

N+
B 1032 187 44 11 2

N+
C 139 87 25 9 3

N+
D 249 141 58 39 8

N++
A

0 18 6 2 1

N++
B 0 1 4 3 0

N++
C 0 3 3 1 0

N++
D 0 9 11 7 1

FNon−W (%) 10.08 ± 2.53 12.94 ± 3.28 13.11 ± 3.48

NB
+ /N

A
+ (%) 34.21 ± 1.23 26.19 ± 2.15 30.16 ± 4.56

Ntagmethod
+ 47.55 ± 16.29 22.79 ± 8.12 7.54 ± 3.12 2.71 ± 1.34 0.90 ± 0.62

RB+ (%) 1.63 ± 0.33 3.51 ± 0.75 7.19 ± 1.82 12.64 ± 4.77 18.18 ± 14.44

Npretagmethod
+ 28.92 ± 9.32 12.93 ± 4.28 4.42 ± 1.62 1.91 ± 0.88 0.45 ± 0.38

RB++ (%) 0.00 ± 0.00 0.02 ± 0.02 0.65 ± 0.35 3.45 ± 2.14 0.00 ± 0.00

Npretagmethod
++ 0.00 ± 0.00 0.07 ± 0.07 0.40 ± 0.24 0.52 ± 0.35 0.00 ± 0.00

Muons
Npre
A 39078 5565 709 90 19

Npre
B 12008 976 119 18 2

Npre
C 1586 489 128 32 8

Npre
D 12977 1919 297 63 16

N+
A 2345 583 89 15 4

N+
B 229 52 12 6 1

N+
C

85 50 25 12 2

N+
D

182 100 36 24 11

N++
A 0 13 1 0 0

N++
B 0 1 2 0 1

N++
C 0 3 2 1 1

N++
D 0 5 6 9 2

FNon−W (%) 3.76 ± 0.94 4.47 ± 1.15 7.59 ± 2.14

NB
+ /N

A
+ (%) 9.77 ± 0.68 8.92 ± 1.29 17.59 ± 4.38

Ntagmethod
+ 8.30 ± 2.94 4.46 ± 1.73 4.40 ± 2.02 2.11 ± 1.06 0.35 ± 0.29

RB+ (%) 1.91 ± 0.40 5.33 ± 1.31 10.08 ± 3.66 33.33 ± 17.07 50.00 ± 62.05

Npretagmethod
+ 9.30 ± 3.05 4.63 ± 1.65 2.30 ± 1.06 1.62 ± 0.95 0.65 ± 0.82

RB++ (%) 0.00 ± 0.00 0.10 ± 0.10 1.68 ± 1.24 0.00 ± 0.00 50.00 ± 62.05

Npretagmethod
++ 0.00 ± 0.00 0.09 ± 0.09 0.38 ± 0.30 0.00 ± 0.00 0.65 ± 0.82

Electrons
Pretag Counts 1778.78 ± 446.23 368.39 ± 93.37 61.47 ± 16.33 15.07 ± 4.00 2.49 ± 0.66
≥ 1+ Tag Counts 33.52 ± 8.04 15.07 ± 3.77 5.08 ± 1.43 2.15 ± 0.73 0.58 ± 0.32
≥ 2+ Tag Counts 0.00 ± 0.00 0.07 ± 0.07 0.40 ± 0.24 0.52 ± 0.35 0.00 ± 0.00

Muons
Pretag Counts 487.46 ± 122.66 86.92 ± 22.38 22.78 ± 6.42 4.86 ± 1.37 1.29 ± 0.36
≥ 1+ Tag Counts 8.78 ± 2.09 4.55 ± 1.19 2.75 ± 0.94 1.84 ± 0.70 0.38 ± 0.27
≥ 2+ Tag Counts 0.00 ± 0.00 0.09 ± 0.09 0.38 ± 0.30 0.00 ± 0.00 0.38 ± 0.82

Table C.15: Raw event counts for Non-W backgrounds. These numbers are for the
unoptimized analysis.
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tt ( 8.9 pb)
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Electrons
Npre
A 0.03 ± 0.00 0.18 ± 0.02 0.51 ± 0.05 0.69 ± 0.06 0.64 ± 0.06

Npre
B

0.28 ± 0.02 1.52 ± 0.14 3.55 ± 0.32 3.30 ± 0.30 1.14 ± 0.10
Npre
C 0.88 ± 0.08 3.40 ± 0.30 4.96 ± 0.44 2.83 ± 0.25 1.38 ± 0.13

Npre
D 5.43 ± 0.48 28.44 ± 2.55 55.32 ± 4.95 50.15 ± 4.49 15.51 ± 1.41

N+
A 0.01 ± 0.00 0.08 ± 0.01 0.22 ± 0.02 0.27 ± 0.03 0.26 ± 0.03

N+
B 0.09 ± 0.01 0.81 ± 0.09 2.03 ± 0.21 2.06 ± 0.21 0.72 ± 0.07

N+
C 0.28 ± 0.03 1.47 ± 0.16 2.55 ± 0.27 1.54 ± 0.16 0.79 ± 0.08

N+
D

1.82 ± 0.21 14.46 ± 1.54 31.64 ± 3.31 31.23 ± 3.22 9.78 ± 1.02

N++
A 0.00 ± 0.00 0.01 ± 0.00 0.03 ± 0.01 0.03 ± 0.00 0.03 ± 0.01

N++
B 0.00 ± 0.00 0.17 ± 0.03 0.50 ± 0.08 0.57 ± 0.09 0.22 ± 0.03

N++
C 0.00 ± 0.00 0.13 ± 0.02 0.51 ± 0.08 0.35 ± 0.06 0.15 ± 0.02

N++
D 0.00 ± 0.00 2.67 ± 0.44 7.26 ± 1.19 8.86 ± 1.43 2.92 ± 0.47

Muons
Npre
A 0.02 ± 0.00 0.17 ± 0.02 0.46 ± 0.04 0.64 ± 0.06 0.49 ± 0.04

Npre
B

0.17 ± 0.01 1.22 ± 0.11 2.76 ± 0.25 2.77 ± 0.25 0.79 ± 0.07
Npre
C 0.70 ± 0.06 2.75 ± 0.25 4.49 ± 0.40 2.83 ± 0.25 1.13 ± 0.10

Npre
D 3.77 ± 0.34 21.11 ± 1.89 41.33 ± 3.70 36.22 ± 3.24 11.12 ± 1.01

N+
A 0.01 ± 0.00 0.08 ± 0.01 0.21 ± 0.02 0.30 ± 0.03 0.23 ± 0.02

N+
B 0.05 ± 0.01 0.60 ± 0.06 1.63 ± 0.17 1.70 ± 0.17 0.48 ± 0.05

N+
C 0.23 ± 0.03 1.23 ± 0.13 2.37 ± 0.25 1.58 ± 0.16 0.64 ± 0.07

N+
D 1.26 ± 0.14 10.73 ± 1.14 23.64 ± 2.47 22.55 ± 2.32 7.02 ± 0.73

N++
A 0.00 ± 0.00 0.01 ± 0.00 0.04 ± 0.01 0.04 ± 0.01 0.02 ± 0.00

N++
B 0.00 ± 0.00 0.11 ± 0.02 0.43 ± 0.07 0.51 ± 0.08 0.15 ± 0.02

N++
C 0.00 ± 0.00 0.17 ± 0.03 0.49 ± 0.08 0.33 ± 0.05 0.16 ± 0.03

N++
D 0.00 ± 0.00 1.98 ± 0.33 5.42 ± 0.89 6.40 ± 1.03 2.10 ± 0.34

Table C.16: Expectation of tt in Non-W sideband regions. These numbers are for the
unoptimized analysis.
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Non-W
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Electrons
Npre
A

101831.97 ± 319.11 12861.82 ± 113.41 1772.49 ± 42.11 188.31 ± 13.75 29.36 ± 5.48
Npre
B 63471.72 ± 251.94 5326.48 ± 72.99 608.45 ± 24.74 83.70 ± 9.33 9.86 ± 3.32

Npre
C 2852.12 ± 53.41 885.60 ± 29.82 170.04 ± 13.24 34.17 ± 6.09 7.62 ± 3.00

Npre
D

17643.00 ± 132.83 2845.00 ± 53.34 468.00 ± 21.63 114.00 ± 10.68 19.00 ± 4.36

N+
A 3016.99 ± 54.93 713.92 ± 26.72 160.78 ± 12.69 22.73 ± 4.80 4.74 ± 2.24

N+
B 1031.91 ± 32.12 186.19 ± 13.68 41.97 ± 6.64 8.94 ± 3.32 1.28 ± 1.42

N+
C 138.72 ± 11.79 85.53 ± 9.33 22.45 ± 5.01 7.46 ± 3.00 2.21 ± 1.73

N+
D 247.18 ± 15.78 126.54 ± 11.97 26.36 ± 8.30 7.77 ± 7.02 -1.78 ± 3.01

N++
A

0.00 ± 0.00 18.30 ± 4.50 6.52 ± 2.73 2.47 ± 1.75 1.54 ± 1.19

N++
B

0.00 ± 0.00 1.40 ± 1.18 4.06 ± 2.22 2.75 ± 1.98 0.53 ± 0.53

N++
C 0.00 ± 0.00 3.10 ± 2.08 2.80 ± 2.00 1.22 ± 1.18 0.56 ± 0.56

N++
D 0.00 ± 0.00 6.90 ± 3.23 4.32 ± 3.24 0.88 ± 0.88 0.24 ± 0.24

FNon−W (%) 10.08 ± 2.53 12.89 ± 3.27 12.43 ± 3.37

NB
+ /N

A
+ (%) 34.20 ± 1.23 26.08 ± 2.15 27.73 ± 4.50

Ntagmethod
+ 47.45 ± 16.27 22.31 ± 8.01 6.23 ± 2.78 2.07 ± 1.17 0.61 ± 0.54

RB+ (%) 1.63 ± 0.33 3.50 ± 0.75 6.90 ± 1.80 10.68 ± 4.76 13.02 ± 15.34

Npretagmethod
+ 28.91 ± 9.32 12.82 ± 4.26 4.02 ± 1.52 1.53 ± 0.80 0.31 ± 0.37

RB++ (%) 0.00 ± 0.00 0.03 ± 0.02 0.67 ± 0.39 3.28 ± 2.49 5.40 ± 5.81

Npretagmethod
++ 0.00 ± 0.00 0.10 ± 0.09 0.39 ± 0.25 0.47 ± 0.38 0.13 ± 0.14

Muons
Npre
A 39077.98 ± 197.68 5564.83 ± 74.60 708.54 ± 26.63 89.36 ± 9.49 18.51 ± 4.36

Npre
B

12007.83 ± 109.58 974.78 ± 31.24 116.24 ± 10.91 15.23 ± 4.25 1.21 ± 1.42
Npre
C 1585.30 ± 39.82 486.25 ± 22.11 123.51 ± 11.32 29.17 ± 5.66 6.87 ± 2.83

Npre
D 12977.00 ± 113.92 1919.00 ± 43.81 297.00 ± 17.23 63.00 ± 7.94 16.00 ± 4.00

N+
A 2344.99 ± 48.43 582.92 ± 24.15 88.79 ± 9.43 14.70 ± 3.87 3.77 ± 2.00

N+
B 228.95 ± 15.13 51.40 ± 7.21 10.37 ± 3.47 4.30 ± 2.46 0.52 ± 1.00

N+
C 84.77 ± 9.22 48.77 ± 7.07 22.63 ± 5.01 10.42 ± 3.47 1.36 ± 1.42

N+
D 180.74 ± 13.49 89.27 ± 10.06 12.36 ± 6.49 1.45 ± 5.42 3.98 ± 3.40

N++
A 0.00 ± 0.00 13.49 ± 4.09 2.17 ± 1.34 1.26 ± 0.89 1.27 ± 0.90

N++
B 0.00 ± 0.00 2.12 ± 1.33 2.83 ± 1.79 1.02 ± 0.73 2.12 ± 1.32

N++
C 0.00 ± 0.00 3.91 ± 2.11 2.66 ± 1.67 1.92 ± 1.33 2.07 ± 1.33

N++
D 0.00 ± 0.00 4.27 ± 2.53 2.60 ± 2.06 4.21 ± 2.85 1.76 ± 1.43

FNon−W (%) 3.75 ± 0.94 4.44 ± 1.15 6.90 ± 2.01

NB
+ /N

A
+ (%) 9.76 ± 0.68 8.82 ± 1.29 14.17 ± 4.30

Ntagmethod
+ 8.28 ± 2.93 4.30 ± 1.69 3.21 ± 1.68 1.48 ± 0.86 0.19 ± 0.22

RB+ (%) 1.91 ± 0.40 5.27 ± 1.30 8.92 ± 3.64 28.26 ± 19.00 42.85 ± 96.97

Npretagmethod
+ 9.29 ± 3.05 4.55 ± 1.63 1.85 ± 0.93 1.25 ± 0.92 0.50 ± 1.15

RB++ (%) 0.00 ± 0.00 0.22 ± 0.14 2.43 ± 1.63 6.71 ± 5.33 174.42 ± 235.07

Npretagmethod
++ 0.00 ± 0.00 0.19 ± 0.13 0.50 ± 0.37 0.30 ± 0.25 2.04 ± 2.83

Electrons
Pretag Counts 1778.22 ± 446.14 366.89 ± 93.13 58.31 ± 15.80 14.30 ± 3.87 2.36 ± 0.64
≥ 1+ Tag Counts 33.49 ± 8.04 14.91 ± 3.74 4.53 ± 1.33 1.70 ± 0.66 0.41 ± 0.31
≥ 2+ Tag Counts 0.00 ± 0.00 0.10 ± 0.09 0.39 ± 0.25 0.47 ± 0.38 0.13 ± 0.14

Muons
Pretag Counts 487.24 ± 122.62 86.33 ± 22.28 20.69 ± 6.04 4.41 ± 1.29 1.17 ± 0.34
≥ 1+ Tag Counts 8.76 ± 2.09 4.43 ± 1.17 2.17 ± 0.82 1.37 ± 0.62 0.20 ± 0.22
≥ 2+ Tag Counts 0.00 ± 0.00 0.19 ± 0.13 0.50 ± 0.37 0.30 ± 0.25 0.20 ± 2.83

Table C.17: Non-W expectation, removing tt. These numbers are for the unoptimized
analysis.
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C.3 Optimized Summary Tables

Corrections to Pretag data
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Data 30283.00 ± 0.00 4676.00 ± 0.00 324.00 ± 0.00 142.00 ± 0.00 34.00 ± 0.00
Non-W 2018.18 ± 506.23 406.89 ± 103.52 18.21 ± 5.57 8.38 ± 2.57 1.79 ± 0.55
tt ( 8.7 pb) 8.80 ± 0.83 47.13 ± 4.45 79.67 ± 7.51 79.48 ± 7.49 25.16 ± 2.39
EW 154.17 ± 14.85 148.47 ± 14.20 13.81 ± 1.40 3.77 ± 0.36 0.76 ± 0.07
Single Top 18.44 ± 4.49 22.89 ± 5.01 2.74 ± 0.58 0.58 ± 0.13 0.09 ± 0.02
Data, Corrected 28083.42 ± 523.16 4050.62 ± 123.78 209.57 ± 14.18 49.79 ± 10.21 6.20 ± 2.96

Table C.18: Corrections to pretag data for the W+HF background estimate. After
an initial measurement, the tt cross section is input back into this calculation, and
the process is iterated until the result is stable to 1%. These numbers are for the
optimized analysis.

The tables are arranged in the following format.

• εq−jet is the MC efficiency to tag a q-flavor jet.

• εq−jetSF is the MC efficiency times the b-tag scale factor.

• ΦE is the event scale factor.

• ε≥1,2 are the ≥ 1, 2 event tagging efficiencies, respectively.

• εpretag(%) is the pretag efficiency in the Monte Carlo

• εpretag ∗ SF is the pretag efficiency times the pretag scale factors.

• “Pretag” is the number of pretag event counts.

• “≥ 1+ Tag” is the number of tagged event counts.

• “≥ 2+ Tag” is the number of double-tagged event counts.
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tt ( 8.7 pb), σ
∫
Ldt = 2770± 360

1 jet 2 jets 3 jets 4 jets ≥ 5 jets
εb−jet(%) 44.44 ± 0.80 44.85 ± 0.26 45.37 ± 0.19 45.07 ± 0.18 43.91 ± 0.31
εc−jet(%) 10.39 ± 2.46 10.37 ± 0.57 10.23 ± 0.28 9.46 ± 0.21 9.77 ± 0.36
εb−jet ∗ SF (%) 40.40 ± 2.76 40.77 ± 2.70 41.24 ± 2.73 40.97 ± 2.71 39.91 ± 2.65
εc−jet ∗ SF (%) 9.44 ± 2.56 9.43 ± 1.35 9.30 ± 1.25 8.60 ± 1.15 8.88 ± 1.22

Φ≥1e (%) 91.04 ± 6.14 92.67 ± 5.22 93.34 ± 5.00 93.81 ± 4.76 94.17 ± 4.77

Φ≥2e (%) 0.00 ± 0.00 83.21 ± 11.41 84.57 ± 11.59 85.22 ± 11.44 86.43 ± 11.45
ε≥1(%) 36.72 ± 0.70 54.92 ± 0.32 62.49 ± 0.24 66.90 ± 0.23 67.07 ± 0.41
ε≥2 (%) 0.00 ± 0.00 11.28 ± 0.20 16.42 ± 0.18 21.08 ± 0.20 22.00 ± 0.36
ε≥1 ∗ Φe (%) 33.43 ± 2.34 50.89 ± 2.88 58.33 ± 3.13 62.76 ± 3.19 63.16 ± 3.22
ε≥2 ∗ Φe(%) 0.00 ± 0.00 9.39 ± 1.30 13.89 ± 1.91 17.96 ± 2.42 19.01 ± 2.54
εbjet(%) 45.03 ± 0.12
εcjet(%) 9.76 ± 0.15
εbjet ∗ SF (%) 40.93 ± 2.70
εcjet ∗ SF (%) 8.87 ± 1.18
ε≥1(%) 65.02 ± 0.15
ε≥2(%) 19.20 ± 0.13
Φ1E(%) 93.71 ± 4.84
Φ2E(%) 85.25 ± 11.49
ε≥1(%) ∗ Φ1E 60.93 ± 3.15
ε≥2(%) ∗ Φ2E 16.37 ± 2.21

CEM
εpretag(%) 0.21 ± 0.00 1.07 ± 0.01 1.80 ± 0.01 1.83 ± 0.01 0.58 ± 0.01
εPretag ∗ SF 0.19 ± 0.01 0.98 ± 0.07 1.65 ± 0.12 1.67 ± 0.12 0.53 ± 0.04
εpretag(%) 4.21 ± 0.02
εpretag ∗ SF (%) 3.84 ± 0.29
Pretag Counts 5.19 ± 0.49 27.05 ± 2.58 45.60 ± 4.33 46.15 ± 4.39 14.65 ± 1.41
≥ 1+ Tag Counts 1.74 ± 0.20 13.77 ± 1.53 26.60 ± 2.90 28.97 ± 3.12 9.26 ± 1.01
≥ 2+ Tag Counts 0.00 ± 0.00 2.54 ± 0.43 6.33 ± 1.06 8.29 ± 1.37 2.79 ± 0.46

CMUP
εpretag(%) 0.13 ± 0.00 0.69 ± 0.01 1.17 ± 0.01 1.15 ± 0.01 0.36 ± 0.01
εPretag ∗ SF 0.10 ± 0.01 0.52 ± 0.04 0.89 ± 0.07 0.87 ± 0.07 0.27 ± 0.02
εpretag(%) 2.68 ± 0.02
εpretag ∗ SF (%) 2.02 ± 0.15
Pretag Counts 2.66 ± 0.25 14.45 ± 1.40 24.52 ± 2.35 24.03 ± 2.30 7.48 ± 0.75
≥ 1+ Tag Counts 0.89 ± 0.11 7.36 ± 0.82 14.30 ± 1.57 15.08 ± 1.64 4.73 ± 0.53
≥ 2+ Tag Counts 0.00 ± 0.00 1.36 ± 0.23 3.41 ± 0.57 4.32 ± 0.71 1.42 ± 0.24

CMX
εpretag(%) 0.04 ± 0.00 0.23 ± 0.00 0.40 ± 0.01 0.39 ± 0.01 0.13 ± 0.00
εPretag ∗ SF 0.04 ± 0.00 0.21 ± 0.02 0.36 ± 0.03 0.35 ± 0.03 0.11 ± 0.01
εpretag(%) 0.90 ± 0.01
εpretag ∗ SF (%) 0.82 ± 0.06
Pretag Counts 0.94 ± 0.09 5.63 ± 0.53 9.55 ± 0.93 9.30 ± 0.91 3.03 ± 0.29
≥ 1+ Tag Counts 0.32 ± 0.04 2.86 ± 0.32 5.57 ± 0.62 5.84 ± 0.65 1.91 ± 0.21
≥ 2+ Tag Counts 0.00 ± 0.00 0.53 ± 0.09 1.33 ± 0.22 1.67 ± 0.28 0.58 ± 0.09

Total
Pretag 8.80 ± 0.83 47.13 ± 4.45 79.67 ± 7.51 79.48 ± 7.49 25.16 ± 2.39
≥ 1 Tag Counts 2.94 ± 0.35 23.99 ± 2.64 46.47 ± 5.04 49.88 ± 5.34 15.89 ± 1.72
≥ 2 Tag Counts 0.00 ± 0.00 4.42 ± 0.74 11.06 ± 1.84 14.28 ± 2.35 4.78 ± 0.78

Table C.19: Summary table for tt. These numbers are for the optimized analysis.
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Data
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

CEM
Pretag Counts 17448 2780 197 95 18
≥ 1+ Tag Counts 246 137 40 34 8
≥ 2+ Tag Counts 0 10 10 6 1
≥ 1− Tag Counts 61 23 4 3 1
≥ 1 +− Tag Counts 0 1 1 1 1
≥ 2− Tag Counts 0 0 0 0 0

CMUP
Pretag Counts 8383 1219 86 34 10
≥ 1+ Tag Counts 108 61 14 18 6
≥ 2+ Tag Counts 0 5 4 6 2
≥ 1− Tag Counts 25 10 2 1 0
≥ 1 +− Tag Counts 0 0 0 0 0
≥ 2− Tag Counts 0 0 0 0 0

CMX
Pretag Counts 4452 677 41 13 6
≥ 1+ Tag Counts 73 34 8 6 4
≥ 2+ Tag Counts 0 0 1 3 0
≥ 1− Tag Counts 11 7 0 0 0
≥ 1 +− Tag Counts 0 0 0 0 0
≥ 2− Tag Counts 0 0 0 0 0

Total
Pretag 30283 4676 324 142 34
≥ 1 Tag Counts 427 232 62 58 18
≥ 2 Tag Counts 0 15 15 15 3
≥ 1− Tag Counts 97 40 6 4 1
≥ 1 +− Tag Counts 0 1 1 1 1
≥ 2− Tag Counts 0 0 0 0 0

Table C.20: Event yields for 318.5 pb−1. These numbers are for the optimized analysis.
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WW , σ
∫
Ldt = 2835± 369

1 jet 2 jets 3 jets 4 jets ≥ 5 jets
εb−jet(%) 41.94 ± 8.86 37.25 ± 4.79 54.00 ± 7.05 33.33 ± 11.11 30.00 ± 14.49
εc−jet(%) 7.74 ± 0.47 8.43 ± 0.33 9.31 ± 1.10 7.00 ± 1.80 8.33 ± 3.99
εb−jet ∗ SF (%) 38.12 ± 8.44 33.86 ± 4.89 49.09 ± 7.18 30.30 ± 10.30 27.27 ± 13.29
εc−jet ∗ SF (%) 7.04 ± 1.02 7.66 ± 1.06 8.46 ± 1.50 6.36 ± 1.84 7.57 ± 3.76

Φ≥1e (%) 90.90 ± 12.21 90.93 ± 12.12 91.13 ± 11.39 91.51 ± 10.98 92.23 ± 9.54

Φ≥2e (%) 0.00 ± 0.00 82.63 ± 18.57 82.65 ± 17.98 82.79 ± 17.88 83.08 ± 17.17
ε≥1(%) 2.06 ± 0.11 4.41 ± 0.16 7.20 ± 0.66 5.65 ± 1.12 11.63 ± 3.46
ε≥2 (%) 0.00 ± 0.00 0.04 ± 0.01 0.13 ± 0.09 0.00 ± 0.00 1.16 ± 1.16
ε≥1 ∗ Φe (%) 1.87 ± 0.27 4.01 ± 0.55 6.56 ± 1.02 5.17 ± 1.20 10.73 ± 3.38
ε≥2 ∗ Φe(%) 0.00 ± 0.00 0.03 ± 0.01 0.11 ± 0.08 0.00 ± 0.00 0.96 ± 0.98
εbjet(%) 46.15 ± 5.64
εcjet(%) 8.77 ± 0.92
εbjet ∗ SF (%) 41.95 ± 5.83
εcjet ∗ SF (%) 7.97 ± 1.34
ε≥1(%) 7.06 ± 0.57
ε≥2(%) 0.15 ± 0.09
Φ1E(%) 91.33 ± 11.12
Φ2E(%) 82.82 ± 17.72
ε≥1(%) ∗ Φ1E 6.45 ± 0.94
ε≥2(%) ∗ Φ2E 0.12 ± 0.08

CEM
εpretag(%) 1.91 ± 0.02 1.89 ± 0.02 0.17 ± 0.01 0.04 ± 0.00 0.01 ± 0.00
εPretag ∗ SF 1.74 ± 0.13 1.73 ± 0.13 0.16 ± 0.01 0.04 ± 0.00 0.01 ± 0.00
εpretag(%) 0.23 ± 0.01
εpretag ∗ SF (%) 0.21 ± 0.02
Pretag Counts 73.58 ± 7.16 72.88 ± 7.09 6.55 ± 0.70 1.66 ± 0.17 0.36 ± 0.04
≥ 1+ Tag Counts 1.38 ± 0.24 2.92 ± 0.49 0.43 ± 0.08 0.09 ± 0.02 0.04 ± 0.01
≥ 2+ Tag Counts 0.00 ± 0.00 0.02 ± 0.01 0.01 ± 0.01 0.00 ± 0.00 0.00 ± 0.00

CMUP
εpretag(%) 1.19 ± 0.02 1.12 ± 0.02 0.11 ± 0.00 0.03 ± 0.00 0.01 ± 0.00
εPretag ∗ SF 0.90 ± 0.07 0.85 ± 0.07 0.08 ± 0.01 0.02 ± 0.00 0.01 ± 0.00
εpretag(%) 0.14 ± 0.01
εpretag ∗ SF (%) 0.11 ± 0.01
Pretag Counts 37.88 ± 3.74 35.83 ± 3.55 3.48 ± 0.40 0.92 ± 0.09 0.29 ± 0.03
≥ 1+ Tag Counts 0.71 ± 0.12 1.44 ± 0.24 0.23 ± 0.04 0.05 ± 0.01 0.03 ± 0.01
≥ 2+ Tag Counts 0.00 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

CMX
εpretag(%) 0.49 ± 0.01 0.45 ± 0.01 0.04 ± 0.00 0.01 ± 0.00 0.00 ± 0.00
εPretag ∗ SF 0.44 ± 0.03 0.41 ± 0.03 0.04 ± 0.00 0.01 ± 0.00 0.00 ± 0.00
εpretag(%) 0.06 ± 0.00
εpretag ∗ SF (%) 0.05 ± 0.01
Pretag Counts 17.81 ± 1.77 16.64 ± 1.66 1.44 ± 0.14 0.53 ± 0.05 0.00 ± 0.00
≥ 1+ Tag Counts 0.33 ± 0.06 0.67 ± 0.11 0.09 ± 0.02 0.03 ± 0.01 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Total
Pretag 129.26 ± 12.32 125.35 ± 11.95 11.48 ± 1.15 3.10 ± 0.30 0.65 ± 0.06
≥ 1 Tag Counts 2.42 ± 0.42 5.03 ± 0.84 0.75 ± 0.14 0.16 ± 0.04 0.07 ± 0.02
≥ 2 Tag Counts 0.00 ± 0.00 0.04 ± 0.01 0.01 ± 0.01 0.00 ± 0.00 0.01 ± 0.01

Table C.21: Summary table for WW . See Section C.3 for a description of the vari-
ables. These numbers are for the optimized analysis.
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WZ, σ
∫
Ldt = 2835± 369

1 jet 2 jets 3 jets 4 jets ≥ 5 jets
εb−jet(%) 41.05 ± 1.10 40.49 ± 0.81 39.47 ± 2.52 39.29 ± 4.61 47.83 ± 10.42
εc−jet(%) 7.42 ± 0.78 9.31 ± 0.57 12.62 ± 1.89 11.43 ± 3.10 12.90 ± 6.02
εb−jet ∗ SF (%) 37.31 ± 2.66 36.81 ± 2.54 35.88 ± 3.29 35.71 ± 4.81 43.48 ± 9.90
εc−jet ∗ SF (%) 6.74 ± 1.14 8.46 ± 1.23 11.47 ± 2.29 10.39 ± 3.13 11.73 ± 5.69

Φ≥1e (%) 90.90 ± 6.90 92.08 ± 6.43 92.31 ± 6.45 92.42 ± 6.47 92.42 ± 7.22

Φ≥2e (%) 0.00 ± 0.00 82.63 ± 11.74 82.84 ± 11.58 83.05 ± 11.78 82.80 ± 12.15
ε≥1(%) 10.79 ± 0.33 16.03 ± 0.37 17.84 ± 1.23 20.15 ± 2.43 20.63 ± 5.10
ε≥2 (%) 0.00 ± 0.00 2.00 ± 0.14 2.58 ± 0.51 2.56 ± 0.96 4.76 ± 2.68
ε≥1 ∗ Φe (%) 9.81 ± 0.80 14.76 ± 1.09 16.47 ± 1.62 18.62 ± 2.60 19.07 ± 4.94
ε≥2 ∗ Φe(%) 0.00 ± 0.00 1.65 ± 0.26 2.14 ± 0.52 2.13 ± 0.85 3.94 ± 2.29
εbjet(%) 39.80 ± 2.17
εcjet(%) 12.36 ± 1.56
εbjet ∗ SF (%) 36.18 ± 3.10
εcjet ∗ SF (%) 11.24 ± 2.05
ε≥1(%) 18.45 ± 1.07
ε≥2(%) 2.68 ± 0.45
Φ1E(%) 92.35 ± 6.50
Φ2E(%) 82.90 ± 11.67
ε≥1(%) ∗ Φ1E 17.04 ± 1.55
ε≥2(%) ∗ Φ2E 2.22 ± 0.49

CEM
εpretag(%) 0.93 ± 0.02 1.06 ± 0.02 0.11 ± 0.01 0.03 ± 0.00 0.01 ± 0.00
εPretag ∗ SF 0.85 ± 0.07 0.97 ± 0.07 0.10 ± 0.01 0.03 ± 0.00 0.01 ± 0.00
εpretag(%) 0.14 ± 0.01
εpretag ∗ SF (%) 0.13 ± 0.01
Pretag Counts 10.74 ± 1.06 12.17 ± 1.19 1.21 ± 0.14 0.33 ± 0.03 0.11 ± 0.01
≥ 1+ Tag Counts 1.05 ± 0.13 1.80 ± 0.22 0.20 ± 0.03 0.06 ± 0.01 0.02 ± 0.01
≥ 2+ Tag Counts 0.00 ± 0.00 0.20 ± 0.04 0.03 ± 0.01 0.01 ± 0.00 0.00 ± 0.00

CMUP
εpretag(%) 0.58 ± 0.01 0.64 ± 0.01 0.06 ± 0.00 0.02 ± 0.00 0.00 ± 0.00
εPretag ∗ SF 0.44 ± 0.03 0.48 ± 0.04 0.04 ± 0.01 0.02 ± 0.00 0.00 ± 0.00
εpretag(%) 0.09 ± 0.01
εpretag ∗ SF (%) 0.07 ± 0.01
Pretag Counts 5.52 ± 0.54 6.07 ± 0.59 0.57 ± 0.08 0.21 ± 0.02 0.00 ± 0.00
≥ 1+ Tag Counts 0.54 ± 0.07 0.90 ± 0.11 0.09 ± 0.02 0.04 ± 0.01 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.10 ± 0.02 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

CMX
εpretag(%) 0.22 ± 0.01 0.25 ± 0.01 0.03 ± 0.00 0.01 ± 0.00 0.00 ± 0.00
εPretag ∗ SF 0.20 ± 0.02 0.23 ± 0.02 0.02 ± 0.00 0.01 ± 0.00 0.00 ± 0.00
εpretag(%) 0.04 ± 0.00
εpretag ∗ SF (%) 0.03 ± 0.00
Pretag Counts 2.37 ± 0.25 2.79 ± 0.29 0.30 ± 0.03 0.08 ± 0.01 0.00 ± 0.00
≥ 1+ Tag Counts 0.23 ± 0.03 0.41 ± 0.05 0.05 ± 0.01 0.01 ± 0.00 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.05 ± 0.01 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Total
Pretag 18.63 ± 1.79 21.03 ± 2.01 2.08 ± 0.22 0.62 ± 0.06 0.11 ± 0.01
≥ 1 Tag Counts 1.83 ± 0.23 3.10 ± 0.37 0.34 ± 0.05 0.11 ± 0.02 0.02 ± 0.01
≥ 2 Tag Counts 0.00 ± 0.00 0.35 ± 0.06 0.04 ± 0.01 0.01 ± 0.01 0.00 ± 0.00

Table C.22: Summary table forWZ. See Section C.3 for a description of the variables.
These numbers are for the optimized analysis.
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ZZ, σ
∫
Ldt = 2835± 369

1 jet 2 jets 3 jets 4 jets ≥ 5 jets
εb−jet(%) 30.12 ± 5.04 46.86 ± 3.03 40.98 ± 6.30 33.33 ± 10.29 28.57 ± 17.07
εc−jet(%) 9.30 ± 3.13 7.01 ± 1.75 9.26 ± 3.94 10.53 ± 7.04 0.00 ± 0.00
εb−jet ∗ SF (%) 27.38 ± 4.92 42.60 ± 3.94 37.25 ± 6.23 30.30 ± 9.56 25.97 ± 15.61
εc−jet ∗ SF (%) 8.45 ± 3.06 6.37 ± 1.80 8.42 ± 3.75 9.57 ± 6.52 0.00 ± 0.00

Φ≥1e (%) 90.90 ± 9.84 92.39 ± 8.44 92.50 ± 8.57 92.73 ± 8.34 92.79 ± 6.51

Φ≥2e (%) 0.00 ± 0.00 82.63 ± 14.88 82.86 ± 14.94 82.75 ± 15.02 82.63 ± 14.77
ε≥1(%) 4.98 ± 0.78 15.56 ± 1.29 14.84 ± 2.63 20.41 ± 5.76 12.50 ± 8.27
ε≥2 (%) 0.00 ± 0.00 3.57 ± 0.66 2.75 ± 1.21 2.04 ± 2.02 0.00 ± 0.00
ε≥1 ∗ Φe (%) 4.53 ± 0.86 14.38 ± 1.77 13.73 ± 2.75 18.93 ± 5.61 11.60 ± 7.72
ε≥2 ∗ Φe(%) 0.00 ± 0.00 2.95 ± 0.76 2.28 ± 1.08 1.69 ± 1.70 0.00 ± 0.00
εbjet(%) 38.20 ± 5.15
εcjet(%) 8.97 ± 3.24
εbjet ∗ SF (%) 34.72 ± 5.21
εcjet ∗ SF (%) 8.15 ± 3.14
ε≥1(%) 15.79 ± 2.32
ε≥2(%) 2.43 ± 0.98
Φ1E(%) 92.59 ± 8.29
Φ2E(%) 82.80 ± 14.94
ε≥1(%) ∗ Φ1E 14.62 ± 2.52
ε≥2(%) ∗ Φ2E 2.01 ± 0.89

CEM
εpretag(%) 0.07 ± 0.00 0.06 ± 0.00 0.02 ± 0.00 0.01 ± 0.00 0.00 ± 0.00
εPretag ∗ SF 0.06 ± 0.00 0.06 ± 0.00 0.02 ± 0.00 0.01 ± 0.00 0.00 ± 0.00
εpretag(%) 0.03 ± 0.00
εpretag ∗ SF (%) 0.02 ± 0.00
Pretag Counts 0.31 ± 0.03 0.30 ± 0.03 0.09 ± 0.01 0.03 ± 0.00 0.00 ± 0.00
≥ 1+ Tag Counts 0.01 ± 0.00 0.04 ± 0.01 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

CMUP
εpretag(%) 0.08 ± 0.00 0.07 ± 0.00 0.02 ± 0.00 0.01 ± 0.00 0.00 ± 0.00
εPretag ∗ SF 0.06 ± 0.00 0.06 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εpretag(%) 0.02 ± 0.00
εpretag ∗ SF (%) 0.02 ± 0.00
Pretag Counts 0.29 ± 0.03 0.28 ± 0.03 0.06 ± 0.01 0.02 ± 0.00 0.00 ± 0.00
≥ 1+ Tag Counts 0.01 ± 0.00 0.04 ± 0.01 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

CMX
εpretag(%) 0.03 ± 0.00 0.03 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εPretag ∗ SF 0.03 ± 0.00 0.03 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εpretag(%) 0.01 ± 0.00
εpretag ∗ SF (%) 0.00 ± 0.00
Pretag Counts 0.13 ± 0.01 0.12 ± 0.01 0.02 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
≥ 1+ Tag Counts 0.01 ± 0.00 0.02 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Total
Pretag 0.73 ± 0.07 0.70 ± 0.07 0.17 ± 0.02 0.05 ± 0.01 0.00 ± 0.00
≥ 1 Tag Counts 0.03 ± 0.01 0.10 ± 0.02 0.02 ± 0.01 0.01 ± 0.00 0.00 ± 0.00
≥ 2 Tag Counts 0.00 ± 0.00 0.02 ± 0.01 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Table C.23: Summary table for ZZ. See Section C.3 for a description of the variables.
These numbers are for the optimized analysis.
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Z → ττ , σ
∫
Ldt = 2835± 369

1 jet 2 jets 3 jets 4 jets ≥ 5 jets
εb−jet(%) 47.62 ± 10.90 40.00 ± 10.95 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εc−jet(%) 6.98 ± 3.88 10.00 ± 5.48 14.29 ± 13.23 0.00 ± 0.00 0.00 ± 0.00
εb−jet ∗ SF (%) 43.29 ± 10.31 36.36 ± 10.24 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εc−jet ∗ SF (%) 6.34 ± 3.63 9.09 ± 5.12 12.99 ± 12.15 0.00 ± 0.00 0.00 ± 0.00

Φ≥1e (%) 90.90 ± 22.66 91.49 ± 20.78 92.15 ± 23.39 0.00 ± 0.00 0.00 ± 0.00

Φ≥2e (%) 0.00 ± 0.00 82.63 ± 32.97 82.63 ± 34.20 0.00 ± 0.00 0.00 ± 0.00
ε≥1(%) 2.02 ± 0.33 3.86 ± 0.89 11.11 ± 6.05 0.00 ± 0.00 0.00 ± 0.00
ε≥2 (%) 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
ε≥1 ∗ Φe (%) 1.84 ± 0.55 3.53 ± 1.14 10.24 ± 6.15 0.00 ± 0.00 0.00 ± 0.00
ε≥2 ∗ Φe(%) 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εbjet(%) 0.00 ± 0.00
εcjet(%) 14.29 ± 13.23
εbjet ∗ SF (%) 0.00 ± 0.00
εcjet ∗ SF (%) 12.99 ± 12.15
ε≥1(%) 9.38 ± 5.15
ε≥2(%) 0.00 ± 0.00
Φ1E(%) 92.15 ± 23.39
Φ2E(%) 82.63 ± 34.20
ε≥1(%) ∗ Φ1E 8.64 ± 5.23
ε≥2(%) ∗ Φ2E 0.00 ± 0.00

CEM
εpretag(%) 0.09 ± 0.00 0.02 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εPretag ∗ SF 0.08 ± 0.01 0.02 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εpretag(%) 0.00 ± 0.00
εpretag ∗ SF (%) 0.00 ± 0.00
Pretag Counts 3.24 ± 0.49 0.75 ± 0.11 0.08 ± 0.02 0.00 ± 0.00 0.00 ± 0.00
≥ 1+ Tag Counts 0.06 ± 0.02 0.03 ± 0.01 0.01 ± 0.01 0.00 ± 0.00 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

CMUP
εpretag(%) 0.05 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εPretag ∗ SF 0.04 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εpretag(%) 0.00 ± 0.00
εpretag ∗ SF (%) 0.00 ± 0.00
Pretag Counts 1.46 ± 0.22 0.41 ± 0.06 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
≥ 1+ Tag Counts 0.03 ± 0.01 0.01 ± 0.01 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

CMX
εpretag(%) 0.02 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εPretag ∗ SF 0.02 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
εpretag(%) 0.00 ± 0.00
εpretag ∗ SF (%) 0.00 ± 0.00
Pretag Counts 0.84 ± 0.13 0.24 ± 0.04 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
≥ 1+ Tag Counts 0.02 ± 0.01 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Total
Pretag 5.55 ± 0.67 1.39 ± 0.17 0.08 ± 0.02 0.00 ± 0.00 0.00 ± 0.00
≥ 1 Tag Counts 0.10 ± 0.03 0.05 ± 0.02 0.01 ± 0.01 0.00 ± 0.00 0.00 ± 0.00
≥ 2 Tag Counts 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Table C.24: Summary table for Z → ττ . See Section C.3 for a description of the
variables. These numbers are for the optimized analysis.
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Single top, t-channel, σ
∫
Ldt = 2835± 369

1 jet 2 jets 3 jets 4 jets ≥ 5 jets
εb−jet(%) 46.29 ± 0.41 45.95 ± 0.37 45.54 ± 0.92 42.44 ± 1.81 44.44 ± 4.14
εc−jet(%) 7.77 ± 1.93 6.88 ± 0.86 13.46 ± 3.35 9.76 ± 4.63 0.00 ± 0.00
εb−jet ∗ SF (%) 42.08 ± 2.80 41.77 ± 2.78 41.40 ± 2.86 38.58 ± 3.03 40.40 ± 4.61
εc−jet ∗ SF (%) 7.06 ± 1.99 6.25 ± 1.14 12.24 ± 3.45 8.87 ± 4.37 0.00 ± 0.00

Φ≥1e (%) 90.90 ± 6.04 91.23 ± 5.87 92.49 ± 5.11 93.02 ± 4.83 93.29 ± 4.78

Φ≥2e (%) 0.00 ± 0.00 82.63 ± 11.57 82.70 ± 11.03 82.80 ± 11.00 83.07 ± 10.83
ε≥1(%) 39.53 ± 0.37 47.11 ± 0.38 58.55 ± 1.12 61.08 ± 2.37 63.16 ± 5.53
ε≥2 (%) 0.00 ± 0.00 1.80 ± 0.10 11.86 ± 0.73 15.09 ± 1.74 21.05 ± 4.68
ε≥1 ∗ Φe (%) 35.93 ± 2.41 42.98 ± 2.79 54.15 ± 3.17 56.82 ± 3.68 58.92 ± 5.98
ε≥2 ∗ Φe(%) 0.00 ± 0.00 1.49 ± 0.22 9.81 ± 1.44 12.49 ± 2.20 17.49 ± 4.51
εbjet(%) 44.90 ± 0.80
εcjet(%) 11.61 ± 2.57
εbjet ∗ SF (%) 40.81 ± 2.79
εcjet ∗ SF (%) 10.55 ± 2.72
ε≥1(%) 59.13 ± 0.99
ε≥2(%) 12.71 ± 0.67
Φ1E(%) 92.65 ± 5.03
Φ2E(%) 82.75 ± 11.01
ε≥1(%) ∗ Φ1E 54.78 ± 3.11
ε≥2(%) ∗ Φ2E 10.52 ± 1.51

CEM
εpretag(%) 4.37 ± 0.05 4.47 ± 0.05 0.50 ± 0.01 0.10 ± 0.01 0.02 ± 0.00
εPretag ∗ SF 3.99 ± 0.30 4.08 ± 0.31 0.45 ± 0.04 0.09 ± 0.01 0.02 ± 0.00
εpretag(%) 0.62 ± 0.01
εpretag ∗ SF (%) 0.57 ± 0.05
Pretag Counts 8.38 ± 3.48 8.57 ± 3.56 0.96 ± 0.40 0.20 ± 0.08 0.04 ± 0.01
≥ 1+ Tag Counts 3.01 ± 1.27 3.68 ± 1.55 0.52 ± 0.22 0.11 ± 0.05 0.02 ± 0.01
≥ 2+ Tag Counts 0.00 ± 0.00 0.13 ± 0.06 0.09 ± 0.04 0.02 ± 0.01 0.01 ± 0.00

CMUP
εpretag(%) 2.56 ± 0.04 2.67 ± 0.04 0.29 ± 0.01 0.07 ± 0.01 0.01 ± 0.00
εPretag ∗ SF 1.93 ± 0.15 2.02 ± 0.15 0.22 ± 0.02 0.05 ± 0.01 0.01 ± 0.00
εpretag(%) 0.36 ± 0.01
εpretag ∗ SF (%) 0.27 ± 0.02
Pretag Counts 4.06 ± 1.69 4.24 ± 1.76 0.46 ± 0.19 0.11 ± 0.05 0.01 ± 0.01
≥ 1+ Tag Counts 1.46 ± 0.61 1.82 ± 0.77 0.25 ± 0.11 0.06 ± 0.03 0.01 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.06 ± 0.03 0.05 ± 0.02 0.01 ± 0.01 0.00 ± 0.00

CMX
εpretag(%) 0.94 ± 0.02 0.89 ± 0.02 0.10 ± 0.01 0.02 ± 0.00 0.00 ± 0.00
εPretag ∗ SF 0.85 ± 0.07 0.81 ± 0.06 0.09 ± 0.01 0.02 ± 0.00 0.00 ± 0.00
εpretag(%) 0.13 ± 0.01
εpretag ∗ SF (%) 0.12 ± 0.01
Pretag Counts 1.71 ± 0.71 1.63 ± 0.68 0.19 ± 0.08 0.04 ± 0.02 0.00 ± 0.00
≥ 1+ Tag Counts 0.62 ± 0.26 0.70 ± 0.30 0.10 ± 0.04 0.02 ± 0.01 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.02 ± 0.01 0.02 ± 0.01 0.01 ± 0.00 0.00 ± 0.00

Total
Pretag 14.15 ± 4.05 14.44 ± 4.15 1.61 ± 0.46 0.36 ± 0.10 0.05 ± 0.02
≥ 1 Tag Counts 5.08 ± 1.50 6.21 ± 1.83 0.87 ± 0.26 0.20 ± 0.06 0.03 ± 0.01
≥ 2 Tag Counts 0.00 ± 0.00 0.21 ± 0.07 0.16 ± 0.05 0.04 ± 0.02 0.01 ± 0.00

Table C.25: Summary table for single top (t-channel). See Section C.3 for a descrip-
tion of the variables. These numbers are for the optimized analysis.
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Single top, s-channel, σ
∫
Ldt = 631± 45

1 jet 2 jets 3 jets 4 jets ≥ 5 jets
εb−jet(%) 44.69 ± 0.47 44.34 ± 0.24 45.96 ± 0.66 42.96 ± 1.47 38.54 ± 3.40
εc−jet(%) 0.00 ± 0.00 4.91 ± 1.69 11.81 ± 2.86 0.00 ± 0.00 0.00 ± 0.00
εb−jet ∗ SF (%) 40.62 ± 2.72 40.31 ± 2.67 41.78 ± 2.82 39.05 ± 2.90 35.03 ± 3.86
εc−jet ∗ SF (%) 0.00 ± 0.00 4.46 ± 1.65 10.74 ± 2.96 0.00 ± 0.00 0.00 ± 0.00

Φ≥1e (%) 90.90 ± 6.02 93.07 ± 4.73 93.21 ± 4.70 93.23 ± 4.74 93.40 ± 4.86

Φ≥2e (%) 0.00 ± 0.00 82.63 ± 10.95 82.76 ± 10.92 82.91 ± 10.89 83.39 ± 10.70
ε≥1(%) 42.62 ± 0.46 64.85 ± 0.32 68.30 ± 0.85 66.72 ± 1.96 61.39 ± 4.84
ε≥2 (%) 0.00 ± 0.00 18.11 ± 0.26 21.56 ± 0.75 17.59 ± 1.58 18.81 ± 3.89
ε≥1 ∗ Φe (%) 38.74 ± 2.60 60.36 ± 3.08 63.66 ± 3.31 62.20 ± 3.65 57.34 ± 5.42
ε≥2 ∗ Φe(%) 0.00 ± 0.00 14.96 ± 1.99 17.84 ± 2.43 14.58 ± 2.32 15.69 ± 3.82
εbjet(%) 45.27 ± 0.59
εcjet(%) 7.85 ± 1.95
εbjet ∗ SF (%) 41.15 ± 2.77
εcjet ∗ SF (%) 7.14 ± 2.01
ε≥1(%) 67.86 ± 0.77
ε≥2(%) 20.85 ± 0.67
Φ1E(%) 93.22 ± 4.72
Φ2E(%) 82.82 ± 10.91
ε≥1(%) ∗ Φ1E 63.26 ± 3.28
ε≥2(%) ∗ Φ2E 17.27 ± 2.34

CEM
εpretag(%) 3.02 ± 0.04 5.93 ± 0.06 0.80 ± 0.02 0.16 ± 0.01 0.03 ± 0.00
εPretag ∗ SF 2.76 ± 0.21 5.41 ± 0.41 0.73 ± 0.06 0.14 ± 0.01 0.03 ± 0.00
εpretag(%) 0.99 ± 0.02
εpretag ∗ SF (%) 0.90 ± 0.07
Pretag Counts 2.57 ± 0.29 5.05 ± 0.56 0.68 ± 0.08 0.13 ± 0.02 0.03 ± 0.00
≥ 1+ Tag Counts 1.00 ± 0.13 3.05 ± 0.37 0.44 ± 0.06 0.08 ± 0.01 0.01 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.76 ± 0.13 0.12 ± 0.02 0.02 ± 0.00 0.00 ± 0.00

CMUP
εpretag(%) 1.71 ± 0.03 3.46 ± 0.04 0.47 ± 0.01 0.09 ± 0.01 0.01 ± 0.00
εPretag ∗ SF 1.29 ± 0.10 2.61 ± 0.20 0.35 ± 0.03 0.07 ± 0.01 0.01 ± 0.00
εpretag(%) 0.58 ± 0.01
εpretag ∗ SF (%) 0.44 ± 0.04
Pretag Counts 1.20 ± 0.14 2.44 ± 0.27 0.33 ± 0.04 0.06 ± 0.01 0.01 ± 0.00
≥ 1+ Tag Counts 0.47 ± 0.06 1.47 ± 0.18 0.21 ± 0.03 0.04 ± 0.01 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.37 ± 0.06 0.06 ± 0.01 0.01 ± 0.00 0.00 ± 0.00

CMX
εpretag(%) 0.63 ± 0.02 1.18 ± 0.03 0.15 ± 0.01 0.03 ± 0.00 0.01 ± 0.00
εPretag ∗ SF 0.57 ± 0.05 1.07 ± 0.08 0.13 ± 0.01 0.03 ± 0.00 0.01 ± 0.00
εpretag(%) 0.19 ± 0.01
εpretag ∗ SF (%) 0.17 ± 0.01
Pretag Counts 0.51 ± 0.06 0.96 ± 0.11 0.12 ± 0.01 0.03 ± 0.00 0.01 ± 0.00
≥ 1+ Tag Counts 0.20 ± 0.03 0.58 ± 0.07 0.08 ± 0.01 0.02 ± 0.00 0.00 ± 0.00
≥ 2+ Tag Counts 0.00 ± 0.00 0.14 ± 0.03 0.02 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Total
Pretag 4.29 ± 0.44 8.45 ± 0.86 1.13 ± 0.12 0.23 ± 0.03 0.04 ± 0.00
≥ 1 Tag Counts 1.66 ± 0.20 5.10 ± 0.58 0.72 ± 0.08 0.14 ± 0.02 0.02 ± 0.00
≥ 2 Tag Counts 0.00 ± 0.00 1.26 ± 0.21 0.20 ± 0.03 0.03 ± 0.01 0.01 ± 0.00

Table C.26: Summary table for single top (s-channel). See Section C.3 for a descrip-
tion of the variables. These numbers are for the optimized analysis.
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W + LF Mistags
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Raw Tag Matrix Predictions
(+) Pred 440.36 ± 5.13 164.69 ± 1.02 26.06 ± 0.64 15.85 ± 0.10 4.51 ± 0.06
(-) Pred 94.43 ± 4.95 40.25 ± 0.94 7.80 ± 0.63 4.69 ± 0.07 1.32 ± 0.04
(+,-) Pred 0.00 ± 0.00 1.11 ± 0.15 1.07 ± 0.05 1.47 ± 0.08 0.52 ± 0.05
(-,-) Pred 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Tag Matrix Predictions, Including αLF × β
(-) Pred ×αLF β 107.95 ± 4.95 50.84 ± 0.94 10.84 ± 0.63 6.59 ± 0.07 1.87 ± 0.04
(+,-) Pred ×αLF β 0.00 ± 0.00 1.45 ± 0.15 1.50 ± 0.05 2.07 ± 0.08 0.74 ± 0.05

Number of W+LF Mistags (corrected for σtt = 8.7 pb)
≥ 1 Tag Counts 93.08 ± 19.09 38.23 ± 7.68 5.80 ± 1.21 1.86 ± 0.37 0.28 ± 0.06
≥ 2 Tag Counts 0.00 ± 0.00 0.48 ± 0.11 0.10 ± 0.04 0.17 ± 0.04 0.05 ± 0.04

Table C.27: Raw mistag matrix prediction, prediction scaled to correct for light flavor
asymmetry, and W+LF estimate removing other backgrounds (assuming σtt = 8.7
pb). This is for the optimized analysis.

W + c
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

F1c (%) 4.30 ± 0.90 6.00 ± 1.30 6.00 ± 1.30 5.90 ± 1.30
WC, 1C, 1 Tag (%) 8.19 ± 1.10 8.86 ± 1.23 10.94 ± 2.10 14.37 ± 2.95

Φ≥1e (%) 90.90 ± 12.00 90.90 ± 12.00 90.90 ± 12.00 90.90 ± 12.00
ε≥1 ∗ Φe ∗ FHF (%) 0.35 ± 0.09 0.51 ± 0.13 0.61 ± 0.15 0.78 ± 0.20

Total
Pretag 1207.59 ± 275.18 243.04 ± 60.01 12.57 ± 3.56 2.94 ± 1.25 0.37 ± 0.25
≥ 1 Tag Counts 98.90 ± 26.31 20.78 ± 5.90 1.28 ± 0.41 0.39 ± 0.18 0.03 ± 0.02
≥ 2 Tag Counts 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Table C.28: Summary table for the W+C background. Fic is the heavy flavor fraction
measured from [1], and the efficiencies given are the event tag rates in Monte Carlo.
ΦE is the ratio of event efficiencies with and without the b-tagging scale factor using
the full binomial expression.

W + cc
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

F1c (%) 1.60 ± 0.40 2.40 ± 0.60 3.80 ± 1.00 3.50 ± 1.00
F2c (%) 0.00 ± 0.00 1.80 ± 0.50 2.90 ± 0.80 3.70 ± 1.00
WCC, 1C, 1 Tag (%) 7.40 ± 1.03 8.91 ± 1.38 13.63 ± 2.79 15.22 ± 5.99
WCC, 2C, 1 Tag (%) 0.00 ± 0.00 15.44 ± 2.39 18.71 ± 4.65 26.30 ± 6.33
WCC, 2C, 2 Tag (%) 0.00 ± 0.00 0.33 ± 0.18 0.15 ± 0.15 0.00 ± 0.00

Φ≥1e (%) 90.90 ± 12.00 91.15 ± 11.71 91.20 ± 11.64 91.29 ± 11.54

Φ≥2e (%) 0.00 ± 0.00 82.63 ± 21.82 82.63 ± 21.82 0.00 ± 0.00
ε≥1 ∗ Φe ∗ FHF (%) 0.12 ± 0.03 0.49 ± 0.15 1.06 ± 0.32 1.44 ± 0.44
ε≥2 ∗ Φe ∗ FHF (%) 0.00 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Total
Pretag 449.33 ± 120.68 170.13 ± 49.70 14.04 ± 4.71 3.58 ± 1.73 0.45 ± 0.34
≥ 1 Tag Counts 33.25 ± 10.02 19.92 ± 6.49 2.22 ± 0.81 0.72 ± 0.36 0.02 ± 0.02
≥ 2 Tag Counts 0.00 ± 0.00 0.24 ± 0.10 0.01 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Table C.29: Summary table for the W+CC background. Fic is the heavy flavor
fraction measured from [1], and the efficiencies given are the event tag rates in Monte
Carlo. ΦE is the ratio of event efficiencies with and without the b-tagging scale factor
using the full binomial expression.
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W + bb
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

F1b(%) 1.00 ± 0.30 1.40 ± 0.40 2.40 ± 0.60 2.20 ± 0.60
F2b(%) 0.00 ± 0.00 1.40 ± 0.40 2.30 ± 0.60 2.60 ± 0.70
WBB, 1B, 1 Tag (%) 34.94 ± 2.35 38.07 ± 2.34 45.77 ± 4.50 43.58 ± 3.65
WBB, 2B, 1 Tag (%) 0.00 ± 0.00 57.90 ± 3.51 62.78 ± 4.82 62.23 ± 4.06
WBB, 2B, 2 Tag (%) 0.00 ± 0.00 14.12 ± 1.93 18.17 ± 2.80 18.24 ± 3.02

Φ≥1e (%) 90.90 ± 6.00 92.17 ± 5.25 92.12 ± 5.27 92.33 ± 5.15

Φ≥2e (%) 0.00 ± 0.00 82.63 ± 10.91 82.79 ± 11.07 83.16 ± 11.43
ε≥1 ∗ Φe ∗ FHF (%) 0.35 ± 0.11 1.34 ± 0.39 2.54 ± 0.67 2.57 ± 0.71
ε≥2 ∗ Φe ∗ FHF (%) 0.00 ± 0.00 0.20 ± 0.06 0.42 ± 0.12 0.47 ± 0.14

Total
Pretag 280.83 ± 89.47 113.42 ± 35.84 9.85 ± 3.17 2.39 ± 1.13 0.30 ± 0.22
≥ 1 Tag Counts 98.13 ± 31.97 54.39 ± 17.49 5.32 ± 1.75 1.28 ± 0.61 0.15 ± 0.12
≥ 2 Tag Counts 0.00 ± 0.00 8.01 ± 2.76 0.88 ± 0.32 0.24 ± 0.12 0.02 ± 0.02

Table C.30: Summary table for the W+BB background. Fib is the heavy flavor
fraction measured from [1], and the efficiencies given are the event tag rates in Monte
Carlo. ΦE is the ratio of event efficiencies with and without the b-tagging scale factor
using the full binomial expression.
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Non-W : Raw Counts
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Electrons
Npre
A 51191 5955 887 95 16

Npre
B 35939 3317 396 54 10

Npre
C 2290 605 38 17 3

Npre
D

17443 2779 198 94 18

N+
A 1477 320 74 13 2

N+
B 585 110 32 9 1

N+
C 115 52 11 3 2

N+
D 246 136 40 34 8

N++
A

0 10 2 1 0

N++
B 0 1 4 3 0

N++
C 0 1 2 1 0

N++
D 0 9 10 6 1

FNon−W (%) 9.22 ± 2.31 12.13 ± 3.09 8.62 ± 2.53

NB
+ /N

A
+ (%) 39.61 ± 1.93 34.38 ± 3.80 47.19 ± 8.83

Ntagmethod
+ 45.55 ± 15.78 17.88 ± 6.70 5.19 ± 2.52 1.42 ± 0.98 0.94 ± 0.76

RB+ (%) 1.63 ± 0.33 3.32 ± 0.74 8.08 ± 2.19 16.67 ± 6.86 10.00 ± 10.68

Npretagmethod
+ 26.18 ± 8.47 11.18 ± 3.78 1.37 ± 0.55 1.37 ± 0.69 0.16 ± 0.17

RB++ (%) 0.00 ± 0.00 0.03 ± 0.03 1.01 ± 0.55 5.56 ± 3.48 0.00 ± 0.00

Npretagmethod
++ 0.00 ± 0.00 0.10 ± 0.11 0.17 ± 0.11 0.46 ± 0.31 0.00 ± 0.00

Muons
Npre
A 15286 1977 285 41 11

Npre
B 6223 532 67 8 2

Npre
C 1009 266 18 7 6

Npre
D 12831 1870 124 46 15

N+
A 859 194 30 8 3

N+
B 109 25 8 4 1

N+
C

50 28 2 1 1

N+
D

180 95 22 24 10

N++
A 0 5 1 0 0

N++
B 0 0 2 0 1

N++
C 0 3 0 0 0

N++
D 0 5 5 9 2

FNon−W (%) 3.20 ± 0.81 3.83 ± 1.01 3.83 ± 1.30

NB
+ /N

A
+ (%) 12.69 ± 1.29 12.89 ± 2.74 31.71 ± 10.09

Ntagmethod
+ 6.34 ± 2.37 3.61 ± 1.57 0.63 ± 0.53 0.32 ± 0.35 0.32 ± 0.35

RB+ (%) 1.75 ± 0.39 4.70 ± 1.34 11.94 ± 5.06 50.00 ± 32.21 50.00 ± 62.05

Npretagmethod
+ 7.20 ± 2.42 3.41 ± 1.33 0.58 ± 0.32 0.90 ± 0.66 0.31 ± 0.39

RB++ (%) 0.00 ± 0.00 0.00 ± 0.00 2.99 ± 2.22 0.00 ± 0.00 50.00 ± 62.05

Npretagmethod
++ 0.00 ± 0.00 0.00 ± 0.00 0.15 ± 0.12 0.00 ± 0.00 0.31 ± 0.39

Electrons
Pretag Counts 1608.17 ± 403.78 337.11 ± 85.94 16.99 ± 4.99 8.19 ± 2.40 1.55 ± 0.46
≥ 1+ Tag Counts 30.51 ± 7.42 12.80 ± 3.26 1.55 ± 0.53 1.38 ± 0.55 0.19 ± 0.17
≥ 2+ Tag Counts 0.00 ± 0.00 0.10 ± 0.11 0.17 ± 0.11 0.46 ± 0.31 0.00 ± 0.00

Muons
Pretag Counts 410.90 ± 103.78 72.57 ± 19.09 4.86 ± 1.66 1.80 ± 0.61 0.61 ± 0.21
≥ 1+ Tag Counts 6.76 ± 1.67 3.49 ± 1.01 0.59 ± 0.27 0.45 ± 0.31 0.31 ± 0.26
≥ 2+ Tag Counts 0.00 ± 0.00 0.00 ± 0.00 0.15 ± 0.12 0.00 ± 0.00 0.31 ± 0.39

Table C.31: Raw event counts for Non-W backgrounds. These numbers are for the
optimized analysis.
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tt ( 8.7 pb)
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Electrons
Npre
A 0.03 ± 0.00 0.18 ± 0.02 0.51 ± 0.05 0.67 ± 0.06 0.62 ± 0.06

Npre
B

0.27 ± 0.03 1.49 ± 0.14 3.51 ± 0.33 3.23 ± 0.31 1.12 ± 0.11
Npre
C 0.85 ± 0.08 3.22 ± 0.31 3.64 ± 0.35 2.36 ± 0.22 1.17 ± 0.11

Npre
D 5.19 ± 0.49 27.05 ± 2.58 45.60 ± 4.33 46.15 ± 4.39 14.65 ± 1.41

N+
A 0.01 ± 0.00 0.08 ± 0.01 0.21 ± 0.02 0.27 ± 0.03 0.26 ± 0.03

N+
B 0.09 ± 0.01 0.79 ± 0.09 2.00 ± 0.22 2.02 ± 0.22 0.70 ± 0.08

N+
C 0.27 ± 0.03 1.40 ± 0.16 1.93 ± 0.21 1.32 ± 0.14 0.68 ± 0.07

N+
D

1.74 ± 0.20 13.77 ± 1.53 26.60 ± 2.90 28.97 ± 3.12 9.26 ± 1.01

N++
A 0.00 ± 0.00 0.01 ± 0.00 0.03 ± 0.01 0.03 ± 0.00 0.03 ± 0.01

N++
B 0.00 ± 0.00 0.16 ± 0.03 0.49 ± 0.08 0.56 ± 0.09 0.21 ± 0.03

N++
C 0.00 ± 0.00 0.12 ± 0.02 0.41 ± 0.07 0.32 ± 0.05 0.13 ± 0.02

N++
D 0.00 ± 0.00 2.54 ± 0.43 6.33 ± 1.06 8.29 ± 1.37 2.79 ± 0.46

Muons
Npre
A 0.02 ± 0.00 0.17 ± 0.02 0.45 ± 0.04 0.63 ± 0.06 0.48 ± 0.05

Npre
B

0.16 ± 0.02 1.19 ± 0.11 2.74 ± 0.26 2.73 ± 0.26 0.77 ± 0.07
Npre
C 0.67 ± 0.06 2.61 ± 0.25 3.21 ± 0.30 2.31 ± 0.22 0.96 ± 0.09

Npre
D 3.61 ± 0.34 20.08 ± 1.91 34.07 ± 3.24 33.33 ± 3.17 10.51 ± 1.02

N+
A 0.01 ± 0.00 0.07 ± 0.01 0.21 ± 0.02 0.29 ± 0.03 0.22 ± 0.02

N+
B 0.05 ± 0.01 0.59 ± 0.06 1.62 ± 0.18 1.67 ± 0.18 0.47 ± 0.05

N+
C 0.22 ± 0.03 1.17 ± 0.13 1.78 ± 0.19 1.34 ± 0.14 0.58 ± 0.06

N+
D 1.21 ± 0.14 10.22 ± 1.13 19.87 ± 2.17 20.92 ± 2.26 6.64 ± 0.73

N++
A 0.00 ± 0.00 0.01 ± 0.00 0.04 ± 0.01 0.04 ± 0.01 0.02 ± 0.00

N++
B 0.00 ± 0.00 0.11 ± 0.02 0.42 ± 0.07 0.50 ± 0.08 0.14 ± 0.02

N++
C 0.00 ± 0.00 0.17 ± 0.03 0.40 ± 0.07 0.30 ± 0.05 0.15 ± 0.03

N++
D 0.00 ± 0.00 1.88 ± 0.32 4.73 ± 0.79 5.99 ± 0.99 2.00 ± 0.33

Table C.32: Expectation of tt in Non-W sideband regions. These numbers are for the
optimized analysis.
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Non-W
1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Electrons
Npre
A

51190.97 ± 226.25 5954.82 ± 77.17 886.49 ± 29.78 94.33 ± 9.75 15.38 ± 4.00
Npre
B 35938.73 ± 189.58 3315.51 ± 57.59 392.49 ± 19.90 50.77 ± 7.35 8.88 ± 3.16

Npre
C 2289.15 ± 47.85 601.78 ± 24.60 34.36 ± 6.17 14.64 ± 4.13 1.83 ± 1.74

Npre
D

17443.00 ± 132.07 2779.00 ± 52.72 198.00 ± 14.07 94.00 ± 9.70 18.00 ± 4.24

N+
A 1476.99 ± 38.43 319.92 ± 17.89 73.79 ± 8.60 12.73 ± 3.61 1.74 ± 1.41

N+
B 584.91 ± 24.19 109.21 ± 10.49 30.00 ± 5.66 6.98 ± 3.01 0.30 ± 1.00

N+
C 114.73 ± 10.72 50.60 ± 7.21 9.07 ± 3.32 1.68 ± 1.74 1.32 ± 1.42

N+
D 244.26 ± 15.69 122.23 ± 11.76 13.40 ± 6.96 5.03 ± 6.61 -1.26 ± 3.00

N++
A

0.00 ± 0.00 10.29 ± 3.52 2.47 ± 1.75 1.54 ± 1.19 0.62 ± 0.62

N++
B

0.00 ± 0.00 1.41 ± 1.18 4.07 ± 2.22 2.75 ± 1.99 0.53 ± 0.53

N++
C 0.00 ± 0.00 1.45 ± 1.18 2.17 ± 1.67 1.26 ± 1.18 0.58 ± 0.58

N++
D 0.00 ± 0.00 7.03 ± 3.23 4.25 ± 3.22 0.73 ± 0.73 0.27 ± 0.27

FNon−W (%) 9.21 ± 2.31 12.06 ± 3.08 7.44 ± 2.34

NB
+ /N

A
+ (%) 39.60 ± 1.93 34.14 ± 3.79 42.24 ± 8.64

Ntagmethod
+ 45.43 ± 15.75 17.27 ± 6.56 3.83 ± 2.13 0.71 ± 0.80 0.56 ± 0.65

RB+ (%) 1.63 ± 0.33 3.29 ± 0.74 7.64 ± 2.17 13.75 ± 6.96 3.39 ± 11.42

Npretagmethod
+ 26.16 ± 8.47 11.04 ± 3.75 1.12 ± 0.48 0.97 ± 0.59 0.05 ± 0.15

RB++ (%) 0.00 ± 0.00 0.04 ± 0.04 1.04 ± 0.60 5.43 ± 4.14 5.99 ± 6.49

Npretagmethod
++ 0.00 ± 0.00 0.14 ± 0.13 0.15 ± 0.10 0.38 ± 0.32 0.08 ± 0.09

Muons
Npre
A 15285.98 ± 123.64 1976.83 ± 44.46 284.55 ± 16.88 40.37 ± 6.40 10.52 ± 3.32

Npre
B

6222.84 ± 78.89 530.81 ± 23.07 64.26 ± 8.19 5.27 ± 2.84 1.23 ± 1.42
Npre
C 1008.33 ± 31.76 263.39 ± 16.31 14.79 ± 4.25 4.69 ± 2.65 5.04 ± 2.45

Npre
D 12831.00 ± 113.27 1870.00 ± 43.24 124.00 ± 11.14 46.00 ± 6.78 15.00 ± 3.87

N+
A 858.99 ± 29.31 193.93 ± 13.93 29.79 ± 5.48 7.71 ± 2.83 2.78 ± 1.73

N+
B 108.95 ± 10.44 24.41 ± 5.00 6.38 ± 2.83 2.33 ± 2.01 0.53 ± 1.00

N+
C 49.78 ± 7.07 26.83 ± 5.29 0.22 ± 1.43 -0.34 ± 1.01 0.42 ± 1.00

N+
D 178.79 ± 13.42 84.78 ± 9.81 2.13 ± 5.17 3.08 ± 5.39 3.36 ± 3.24

N++
A 0.00 ± 0.00 6.12 ± 2.52 2.17 ± 1.34 1.26 ± 0.89 1.27 ± 0.90

N++
B 0.00 ± 0.00 1.23 ± 0.87 2.83 ± 1.79 1.02 ± 0.73 2.12 ± 1.32

N++
C 0.00 ± 0.00 3.91 ± 2.11 1.08 ± 0.77 1.13 ± 0.80 1.20 ± 0.85

N++
D 0.00 ± 0.00 4.33 ± 2.54 2.42 ± 1.84 4.56 ± 2.90 1.80 ± 1.47

FNon−W (%) 3.20 ± 0.81 3.78 ± 1.00 2.80 ± 1.10

NB
+ /N

A
+ (%) 12.68 ± 1.29 12.59 ± 2.73 22.93 ± 9.71

Ntagmethod
+ 6.31 ± 2.36 3.38 ± 1.51 0.05 ± 0.33 -0.08 ± 0.24 0.10 ± 0.24

RB+ (%) 1.75 ± 0.39 4.60 ± 1.34 9.92 ± 5.09 44.27 ± 45.90 42.95 ± 95.94

Npretagmethod
+ 7.19 ± 2.42 3.30 ± 1.30 0.35 ± 0.23 0.58 ± 0.65 0.19 ± 0.44

RB++ (%) 0.00 ± 0.00 0.23 ± 0.17 4.40 ± 2.98 19.45 ± 18.00 172.44 ± 230.49

Npretagmethod
++ 0.00 ± 0.00 0.17 ± 0.13 0.16 ± 0.12 0.26 ± 0.26 0.77 ± 1.08

Electrons
Pretag Counts 1607.56 ± 403.69 335.18 ± 85.63 14.66 ± 4.61 7.07 ± 2.22 1.34 ± 0.42
≥ 1+ Tag Counts 30.49 ± 7.41 12.58 ± 3.23 1.25 ± 0.47 0.88 ± 0.46 0.07 ± 0.15
≥ 2+ Tag Counts 0.00 ± 0.00 0.14 ± 0.13 0.15 ± 0.10 0.38 ± 0.32 0.07 ± 0.09

Muons
Pretag Counts 410.61 ± 103.74 71.71 ± 18.95 3.55 ± 1.40 1.31 ± 0.52 0.45 ± 0.18
≥ 1+ Tag Counts 6.74 ± 1.66 3.33 ± 0.98 0.25 ± 0.17 0.00 ± 0.22 0.12 ± 0.21
≥ 2+ Tag Counts 0.00 ± 0.00 0.17 ± 0.13 0.16 ± 0.12 0.00 ± 0.26 0.12 ± 1.08

Table C.33: Non-W expectation, removing tt. These numbers are for the optimized
analysis.
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C.4 Electron Versus Muon Cross-Check

We have performed cross checks on the different trigger types. We perform the

full analysis using only leptons from each trigger (CEM, CMUP, CMX). We then

combine the CMUP and CMX results, and compare electrons versus muons.

The cross sections we obtain are

σelett = 8.8± 1.2(stat)± 1.0(sys) pb (C.1)

σmuott = 8.7± 1.4(stat)± 1.0(sys) pb (C.2)

CEM Summary
Jet Multiplicity 1 jet 2 jets 3 jets 4 jets ≥ 5 jets

≥ 1 Tags
EW 2.50 ± 0.40 4.79 ± 0.73 0.65 ± 0.12 0.15 ± 0.03 0.06 ± 0.02
Single Top 4.01 ± 1.40 6.73 ± 1.92 0.95 ± 0.27 0.20 ± 0.06 0.04 ± 0.01
QCD 30.49 ± 7.41 12.58 ± 3.23 1.25 ± 0.47 0.88 ± 0.46 0.07 ± 0.15
W+LF Mistags 53.89 ± 11.35 22.77 ± 4.58 3.73 ± 0.82 1.43 ± 0.29 0.06 ± 0.01
W + c 55.42 ± 15.16 11.89 ± 3.51 0.78 ± 0.25 0.31 ± 0.13 0.01 ± 0.01
W + cc 18.63 ± 5.75 11.40 ± 3.84 1.35 ± 0.50 0.57 ± 0.27 0.00 ± 0.01

W + bb 54.99 ± 18.33 31.12 ± 10.36 3.23 ± 1.08 1.01 ± 0.45 0.04 ± 0.06
tt (8.7 pb) 1.74 ± 0.20 13.77 ± 1.53 26.60 ± 2.90 28.97 ± 3.12 9.26 ± 1.01
Bkg 219.92 ± 41.56 101.28 ± 18.76 11.94 ± 2.09 4.55 ± 1.00 0.28 ± 0.17
Bkg + tt 221.66 ± 41.56 115.05 ± 18.82 38.54 ± 3.58 33.52 ± 3.28 9.53 ± 1.02
Data 246 137 40 34 8

≥ 2 Tags
EW 0 0.23 ± 0.05 0.04 ± 0.01 0.01 ± 0.00 0.01 ± 0.01
Single Top 0 0.88 ± 0.19 0.22 ± 0.06 0.04 ± 0.02 0.01 ± 0.00
QCD 0 0.14 ± 0.13 0.15 ± 0.10 0.38 ± 0.32 0.07 ± 0.09
W+LF Mistags 0 0.30 ± 0.07 0.14 ± 0.03 0.06 ± 0.01 -0.06 ± 0.01
W+HF 0 4.72 ± 1.69 0.54 ± 0.19 0.19 ± 0.09 0.01 ± 0.01
tt (8.7 pb) 0 2.54 ± 0.43 6.33 ± 1.06 8.29 ± 1.37 2.79 ± 0.46
Bkg 0 6.28 ± 1.71 1.08 ± 0.24 0.68 ± 0.33 0.03 ± 0.09
Bkg + tt 0 8.82 ± 1.77 7.41 ± 1.08 8.97 ± 1.41 2.82 ± 0.47
Data 0 10 10 6 1

Table C.34: Summary table for CEM electrons only.
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CMUP Summary
Jet Multiplicity 1 jet 2 jets 3 jets 4 jets ≥ 5 jets

≥ 1 Tags
EW 1.29 ± 0.21 2.39 ± 0.37 0.33 ± 0.06 0.09 ± 0.02 0.03 ± 0.01
Single Top 1.92 ± 0.67 3.30 ± 0.95 0.46 ± 0.13 0.10 ± 0.04 0.01 ± 0.00
QCD 6.74 ± 1.66 3.33 ± 0.98 0.25 ± 0.17 0.00 ± 0.22 0.12 ± 0.21
W+LF Mistags 25.38 ± 5.39 9.80 ± 2.00 1.28 ± 0.26 0.32 ± 0.06 0.09 ± 0.02
W + c 27.89 ± 7.28 5.56 ± 1.53 0.32 ± 0.11 0.06 ± 0.04 0.01 ± 0.01
W + cc 9.38 ± 2.78 5.33 ± 1.69 0.56 ± 0.21 0.11 ± 0.07 0.01 ± 0.00

W + bb 27.67 ± 8.88 14.55 ± 4.56 1.35 ± 0.45 0.19 ± 0.12 0.04 ± 0.03
ttbar ( 8.7 pb) 0.89 ± 0.11 7.36 ± 0.82 14.30 ± 1.57 15.08 ± 1.64 4.73 ± 0.53
Bkg 100.27 ± 19.78 44.25 ± 8.21 4.56 ± 0.85 0.87 ± 0.33 0.31 ± 0.21
Bkg + tt 101.16 ± 19.78 51.61 ± 8.25 18.86 ± 1.78 15.95 ± 1.67 5.03 ± 0.57
Data 108 61 14 18 6

≥ 2 Tags
EW 0 0.12 ± 0.03 0.02 ± 0.01 0 0
Single Top 0 0.43 ± 0.09 0.10 ± 0.03 0.02 ± 0.01 0
QCD 0 0.17 ± 0.13 0.16 ± 0.12 0.00 ± 0.26 0.12 ± 1.08
W+LF Mistags 0 0.11 ± 0.03 -0.06 ± 0.01 0.11 ± 0.02 0.05 ± 0.01
W +HF 0 2.20 ± 0.75 0.22 ± 0.08 0.03 ± 0.02 0.01 ± 0.01
ttbar ( 8.7 pb) 0 1.36 ± 0.23 3.41 ± 0.57 4.32 ± 0.71 1.42 ± 0.24
Bkg 0 3.03 ± 0.77 0.44 ± 0.15 0.18 ± 0.26 0.18 ± 1.08
Bkg + tt 0 4.39 ± 0.80 3.85 ± 0.59 4.50 ± 0.76 1.60 ± 1.11
Data 0 5 4 6 2

Table C.35: Summary table for CMUP muons only.

CMX Summary
Jet Multiplicity 1 jet 2 jets 3 jets 4 jets ≥ 5 jets

≥ 1 Tags
EW 0.59 ± 0.10 1.11 ± 0.17 0.15 ± 0.03 0.04 ± 0.01 0
Single Top 0.81 ± 0.29 1.28 ± 0.37 0.18 ± 0.05 0.04 ± 0.01 0
QCD 0 0 0 0 0
W+LF Mistags 13.81 ± 3.08 5.66 ± 1.15 0.78 ± 0.16 0.11 ± 0.02 0.13 ± 0.03
W + c 15.59 ± 3.87 3.33 ± 0.86 0.18 ± 0.05 0.02 ± 0.01 0.01 ± 0.00
W + cc 5.24 ± 1.48 3.19 ± 0.96 0.31 ± 0.10 0.04 ± 0.03 0.01 ± 0.00

W + bb 15.47 ± 4.76 8.71 ± 2.57 0.75 ± 0.22 0.08 ± 0.05 0.07 ± 0.03
tt 0.32 ± 0.04 2.86 ± 0.32 5.57 ± 0.62 5.84 ± 0.65 1.91 ± 0.21
Bkg 51.52 ± 10.58 23.29 ± 4.57 2.35 ± 0.42 0.34 ± 0.09 0.23 ± 0.04
Bkg + tt ( 8.7 pb) 51.83 ± 10.58 26.15 ± 4.58 7.92 ± 0.75 6.17 ± 0.65 2.14 ± 0.21
Data 73 34 8 6 4

≥ 2 Tags
EW 0 0.06 ± 0.01 0.01 ± 0.00 0 0
Single Top 0 0.17 ± 0.04 0.04 ± 0.01 0.01 ± 0.00 0
QCD 0 0 0 0 0
W+LF Mistags 0 0.07 ± 0.02 0.02 ± 0.00 -0 0.07 ± 0.02
W +HF 0 1.32 ± 0.42 0.12 ± 0.04 0.01 ± 0.01 0.01 ± 0.00
tt ( 8.7 pb) 0 0.53 ± 0.09 1.33 ± 0.22 1.67 ± 0.28 0.58 ± 0.09
Bkg 0 1.61 ± 0.43 0.19 ± 0.04 0.02 ± 0.01 0.08 ± 0.02
Bkg + tt 0 2.14 ± 0.44 1.52 ± 0.23 1.69 ± 0.28 0.65 ± 0.10
Data 0 0 1 3 0

Table C.36: Summary table for CMX muons only.
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C.5 162 pb−1 Cross-Check

We have performed a cross-check of the analysis using only the initial 162 pb−1.

We find a cross section of

σ162 pb
−1

tt
= σ≥1 = 8.7± 1.3(stat)± 1.0(sys) (C.3)

Good Run List 4.0 Summary
Jet Multiplicity 1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Pretags
Data 14681 2286 153 70 13
tt ( 8.7 pb) 4.46 ± 0.42 23.86 ± 2.25 40.33 ± 3.80 40.24 ± 3.79 12.74 ± 1.21

≥ 1 Tags
EW 2.22 ± 0.35 4.19 ± 0.63 0.57 ± 0.10 0.14 ± 0.03 0.05 ± 0.01
Single Top 3.41 ± 0.86 5.73 ± 1.22 0.81 ± 0.17 0.17 ± 0.04 0.03 ± 0.01
Non-W 17.37 ± 4.30 6.66 ± 1.84 0.76 ± 0.33 0.61 ± 0.41 -0.12 ± 0.06
W + LF Mistags 44.27 ± 9.36 18.77 ± 3.78 2.86 ± 0.58 0.97 ± 0.20 -0.06 ± 0.01
W + c 48.07 ± 12.75 10.16 ± 2.88 0.59 ± 0.19 0.18 ± 0.09 -0.00 ± 0.01
W + cc 16.16 ± 4.86 9.74 ± 3.17 1.02 ± 0.38 0.34 ± 0.18 -0.00 ± 0.01

W + bb 47.70 ± 15.50 26.60 ± 8.55 2.44 ± 0.81 0.61 ± 0.31 -0.02 ± 0.04
tt ( 8.7 pb) 1.49 ± 0.17 12.14 ± 1.34 23.52 ± 2.55 25.25 ± 2.71 8.04 ± 0.87
Bkg 179.21 ± 34.70 81.85 ± 15.30 9.03 ± 1.56 3.04 ± 0.75 -0.13 ± 0.08
Bkg + tt 180.70 ± 34.70 93.99 ± 15.36 32.55 ± 2.99 28.29 ± 2.81 7.92 ± 0.87
Data 201 98 27 34 8

≥ 2 Tags
EW 0 0.21 ± 0.04 0.03 ± 0.01 0.01 ± 0.00 0.01 ± 0.00
Single Top 0 0.75 ± 0.14 0.18 ± 0.04 0.04 ± 0.01 0.01 ± 0.00
Non-W 0 0.31 ± 0.19 0.11 ± 0.08 0.41 ± 0.49 -0.12 ± 0.64
W + LF Mistags 0 0.15 ± 0.03 -0.01 ± 0.03 0.25 ± 0.06 0.01 ± 0.01
W +HF 0 4.04 ± 1.40 0.40 ± 0.15 0.11 ± 0.06 -0.00 ± 0.01
tt ( 8.7 pb) 0 2.24 ± 0.37 5.60 ± 0.93 7.23 ± 1.19 2.42 ± 0.40
Bkg 0 5.45 ± 1.42 0.72 ± 0.18 0.81 ± 0.50 -0.10 ± 0.64
Bkg + tt 0 7.69 ± 1.47 6.32 ± 0.95 8.04 ± 1.29 2.32 ± 0.76
Data 0 8 7 10 2

Table C.37: Summary for 162 pb−1 cross check.

C.6 Cross Check Using Muon χ2 Probability Cut

We have performed a cross check cutting on the muon COT χ2 probability >

1× 10−8. This removes Non-W backgrounds that have been observed in the dilepton

group. Because most of our sample is tt for the optimized case, the results are the
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same as the default. We obtain

σ≥1 = 8.70± 0.91(stat)± 1.00(sys) (C.4)

σ≥2 = 8.82± 1.67(stat)± 1.55(sys) (C.5)

which is consistent with our results.

For the unoptimized analysis, we obtain

σ≥1 = 8.61± 0.93(stat)± 1.08(sys) (C.6)

σ≥2 = 8.34± 1.63(stat)± 1.67(sys) (C.7)

The single tag results are not consistent with the analysis we have performed for the

unoptimized case. This is because the tt fraction is the smallest in this case, and

the cross section is more sensitive to the background levels. However, because the

unoptimized result is a cross check measurement, we do not feel obligated to use the

muon χ2 probability cut in our analysis at this time.

C.7 Backgrounds Assuming Theoretical Cross Sec-

tion

The procedure adopted in this analysis was to attribute any excess over back-

ground in the W+jets channel to tt events, and iterate the tt contribution until the

cross section was stable to 1%. However, it is possible that there is additional new

physics in the top sample, masquerading as tt events. Therefore, we also include

the backgrounds assuming the theoretical prediction of the tt cross section assuming

mtop = 178 GeV/c2.
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Summary
Jet Multiplicity 1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Pretags
Data 29182 4483 304 136 32
tt ( 8.7 pb) 8.75 ± 0.82 46.87 ± 4.43 79.23 ± 7.48 79.05 ± 7.46 25.03 ± 2.38

≥ 1 Tags
EW 4.36 ± 0.69 8.24 ± 1.24 1.12 ± 0.20 0.28 ± 0.06 0.09 ± 0.03
Single Top 6.71 ± 1.69 11.25 ± 2.40 1.58 ± 0.34 0.34 ± 0.08 0.05 ± 0.01
Non-W 35.88 ± 8.65 15.58 ± 3.94 1.39 ± 0.56 0.90 ± 0.54 0.20 ± 0.27
W + LF Mistags 90.08 ± 18.51 36.54 ± 7.34 5.31 ± 1.11 1.63 ± 0.33 0.19 ± 0.04
W + c 95.38 ± 25.35 19.84 ± 5.65 1.16 ± 0.38 0.35 ± 0.17 0.02 ± 0.02
W + cc 32.06 ± 9.65 19.03 ± 6.21 2.02 ± 0.75 0.64 ± 0.34 0.01 ± 0.01

W + bb 94.64 ± 30.80 51.94 ± 16.75 4.83 ± 1.62 1.14 ± 0.57 0.11 ± 0.10
tt ( 8.7 pb) 2.93 ± 0.34 23.85 ± 2.63 46.21 ± 5.02 49.61 ± 5.32 15.81 ± 1.71
Bkg 359.12 ± 68.95 162.41 ± 30.02 17.42 ± 3.06 5.27 ± 1.26 0.67 ± 0.31
Bkg + tt ( 8.7 pb) 362.04 ± 68.95 186.26 ± 30.13 63.63 ± 5.88 54.88 ± 5.47 16.48 ± 1.74
Data 411 222 62 56 17

≥ 2 Tags
EW 0 0.41 ± 0.08 0.06 ± 0.02 0.01 ± 0.01 0.01 ± 0.01
Single Top 0 1.47 ± 0.28 0.36 ± 0.09 0.08 ± 0.02 0.02 ± 0.01
Non-W 0 0.30 ± 0.19 0.29 ± 0.17 0.39 ± 0.43 0.20 ± 1.05
W + LF Mistags 0 0.45 ± 0.10 0.11 ± 0.04 0.08 ± 0.02 0.00 ± 0.03
W + c 0 0 0 0 0
W + cc 0 0.23 ± 0.10 0.01 ± 0.00 0 0

W + bb 0 7.65 ± 2.64 0.79 ± 0.29 0.21 ± 0.11 0.02 ± 0.02
tt ( 8.8 pb) 0 4.45 ± 0.75 11.13 ± 1.86 14.36 ± 2.36 4.81 ± 0.79
Bkg 0 10.50 ± 2.77 1.62 ± 0.36 0.77 ± 0.45 0.24 ± 1.05
Bkg + tt ( 8.8 pb) 0 14.95 ± 2.87 12.75 ± 1.89 15.13 ± 2.40 5.06 ± 1.32
Data 0 15 15 15 3

Table C.38: Results of muon track χ2 cut cross-check for the optimized analysis.

C.8 Backgrounds for Top Mass Analyses

The top mass analyses outlined in Ref [66] use a different event selection for the 3-

jet bin. In order to more fully reconstruct the event in that bin while taking advantage

of the increased statistics, that analysis allows one extra “half-jet” to be identified

as a W decay product. It is not considered for tagging. The “half-jet” definition is

ET > 8 GeV and |ηD| < 2.4.

Tables C.42 and C.43 show the background contributions in the 3.5 jet bin for

the theoretical cross section, and for the unoptimized measured cross section of 8.9

pb, respectively.
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Summary
Jet Multiplicity 1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Pretags
Data 29511 4592 736 173 34
tt ( 8.6 pb) 8.84 ± 0.78 47.61 ± 4.24 92.88 ± 8.25 83.00 ± 7.38 25.60 ± 2.29

≥ 1 Tags
EW 4.44 ± 0.68 8.43 ± 1.24 2.09 ± 0.33 0.38 ± 0.08 0.10 ± 0.03
Single Top 6.83 ± 1.70 11.48 ± 2.41 2.48 ± 0.53 0.41 ± 0.09 0.06 ± 0.01
Non-W 41.16 ± 9.80 19.10 ± 4.71 6.62 ± 1.90 3.07 ± 1.05 0.64 ± 0.41
W + LF Mistags 90.97 ± 18.68 37.37 ± 7.51 10.48 ± 2.13 2.18 ± 0.44 0.18 ± 0.04
W + c 95.63 ± 25.63 20.10 ± 5.77 3.07 ± 0.93 0.49 ± 0.22 0.02 ± 0.02
W + cc 32.31 ± 9.80 19.21 ± 6.31 4.64 ± 1.63 0.79 ± 0.39 0.02 ± 0.02

W + bb 95.16 ± 31.19 52.63 ± 17.09 10.41 ± 3.28 1.64 ± 0.77 0.10 ± 0.11
tt ( 8.6 pb) 2.96 ± 0.33 24.21 ± 2.55 53.12 ± 5.52 51.68 ± 5.29 16.14 ± 1.67
Bkg 366.49 ± 69.92 168.34 ± 30.71 39.80 ± 6.56 8.96 ± 1.79 1.11 ± 0.43
Bkg + tt ( 8.6 pb) 369.46 ± 69.92 192.55 ± 30.81 92.92 ± 8.57 60.65 ± 5.59 17.25 ± 1.72
Data 416 232 92 61 18

≥ 2 Tags
EW 0 0.42 ± 0.09 0.14 ± 0.04 0.02 ± 0.01 0.01 ± 0.01
Single Top 0 1.51 ± 0.28 0.53 ± 0.13 0.09 ± 0.03 0.02 ± 0.01
Non-W 0 0.28 ± 0.16 0.88 ± 0.48 0.77 ± 0.49 0.36 ± 2.34
W + LF Mistags 0 0.52 ± 0.12 0.26 ± 0.06 0.11 ± 0.04 0.04 ± 0.04
W + c 0 0 0 0 0
W + cc 0 0.25 ± 0.10 0.03 ± 0.01 0 0

W + bb 0 7.75 ± 2.70 1.71 ± 0.58 0.31 ± 0.15 0.02 ± 0.02
tt ( 8.3 pb) 0 4.31 ± 0.71 11.76 ± 1.92 14.15 ± 2.28 4.66 ± 0.75
Bkg 0 10.74 ± 2.83 3.54 ± 0.78 1.29 ± 0.51 0.45 ± 2.34
Bkg + tt ( 8.3 pb) 0 15.05 ± 2.92 15.30 ± 2.08 15.45 ± 2.34 5.11 ± 2.46
Data 0 15 17 16 3

Table C.39: Results of muon track χ2 cut cross-check for the unoptimized analysis.
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Optimized Summary, Theoretical Cross Section
Jet Multiplicity 1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Pretags
Data 30283 4676 324 142 34
tt ( 6.1 pb) 6.17 ± 0.58 33.04 ± 3.12 55.86 ± 5.27 55.73 ± 5.26 17.64 ± 1.68

≥ 1 Tags
EW 4.38 ± 0.69 8.28 ± 1.25 1.13 ± 0.20 0.28 ± 0.06 0.09 ± 0.03
Single Top 6.75 ± 1.70 11.31 ± 2.41 1.59 ± 0.34 0.34 ± 0.08 0.05 ± 0.01
Non-W 37.24 ± 8.97 16.02 ± 4.03 1.68 ± 0.58 1.13 ± 0.56 0.28 ± 0.28
W + LF Mistags 93.09 ± 19.09 38.35 ± 7.70 6.42 ± 1.34 2.76 ± 0.55 0.62 ± 0.12
W + c 98.91 ± 26.31 20.85 ± 5.91 1.42 ± 0.43 0.57 ± 0.21 0.06 ± 0.02
W + cc 33.25 ± 10.02 19.99 ± 6.50 2.46 ± 0.86 1.05 ± 0.43 0.04 ± 0.02
W + bb 98.14 ± 31.97 54.57 ± 17.53 5.89 ± 1.85 1.87 ± 0.72 0.34 ± 0.15
tt ( 6.1 pb) 2.06 ± 0.24 16.82 ± 1.85 32.58 ± 3.54 34.97 ± 3.75 11.14 ± 1.20
Raw Bkg 371.75 ± 71.52 169.36 ± 31.39 20.60 ± 3.51 8.01 ± 1.58 1.48 ± 0.36
Bkg + tt (6.1 pb) 373.82 ± 71.52 186.18 ± 31.45 53.18 ± 4.98 42.99 ± 4.07 12.63 ± 1.26
Data 427 232 62 58 18

≥ 2 Tags
EW 0 0.41 ± 0.08 0.06 ± 0.02 0.01 ± 0.01 0.01 ± 0.01
Single Top 0 1.48 ± 0.28 0.36 ± 0.09 0.08 ± 0.02 0.02 ± 0.01
Non-W 0 0.32 ± 0.20 0.34 ± 0.19 0.52 ± 0.45 0.26 ± 0.91
W + LF Mistags 0 0.52 ± 0.12 0.40 ± 0.08 0.65 ± 0.13 0.23 ± 0.05
W+ HF 0 8.27 ± 2.87 0.98 ± 0.33 0.35 ± 0.14 0.05 ± 0.02
tt ( 6.1 pb) 0 3.10 ± 0.52 7.76 ± 1.29 10.01 ± 1.65 3.35 ± 0.55
Raw Bkg 0 11.00 ± 2.90 2.14 ± 0.41 1.61 ± 0.49 0.57 ± 0.92
Bkg + tt (6.1 pb) 0 14.10 ± 2.95 9.90 ± 1.36 11.62 ± 1.72 3.93 ± 1.07
Data 0 15 15 15 3

Table C.40: Summary table assuming theoretical tt production cross section for
mtop = 178 GeV/c2 for optimized analysis.
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Unoptimized Summary, Theoretical Cross Section
Jet Multiplicity 1 jet 2 jets 3 jets 4 jets ≥ 5 jets

Pretags
Data 30628 4791 769 179 36
tt ( 6.1 pb) 6.30 ± 0.56 33.96 ± 3.02 66.25 ± 5.88 59.20 ± 5.25 18.26 ± 1.63

≥ 1 Tags
EW 4.47 ± 0.69 8.47 ± 1.25 2.10 ± 0.34 0.39 ± 0.08 0.10 ± 0.03
Single Top 6.86 ± 1.71 11.55 ± 2.42 2.50 ± 0.53 0.41 ± 0.09 0.06 ± 0.01
Non-W 42.27 ± 10.06 19.43 ± 4.79 7.05 ± 1.99 3.36 ± 1.10 0.72 ± 0.41
W + LF Mistags 94.06 ± 19.28 39.27 ± 7.89 11.62 ± 2.36 3.17 ± 0.64 0.60 ± 0.12
W + c 99.24 ± 26.61 21.13 ± 6.04 3.39 ± 1.00 0.71 ± 0.26 0.05 ± 0.02
W + cc 33.53 ± 10.17 20.20 ± 6.61 5.13 ± 1.76 1.13 ± 0.47 0.06 ± 0.03
W + bb 98.75 ± 32.37 55.33 ± 17.89 11.51 ± 3.53 2.37 ± 0.92 0.32 ± 0.15
tt ( 6.1 pb) 2.11 ± 0.24 17.27 ± 1.82 37.89 ± 3.94 36.86 ± 3.77 11.51 ± 1.19
Raw Bkg 379.17 ± 72.53 175.38 ± 32.12 43.29 ± 7.06 11.54 ± 2.09 1.90 ± 0.48
Bkg + tt (6.1 pb) 381.28 ± 72.53 192.65 ± 32.17 81.18 ± 8.08 48.40 ± 4.31 13.42 ± 1.28
Data 432 242 95 63 19

≥ 2 Tags
EW 0 0.42 ± 0.09 0.14 ± 0.04 0.02 ± 0.01 0.01 ± 0.01
Single Top 0 1.52 ± 0.29 0.53 ± 0.13 0.09 ± 0.03 0.02 ± 0.01
Non-W 0 0.29 ± 0.17 0.94 ± 0.51 0.81 ± 0.50 0.39 ± 2.17
W + LF Mistags 0 0.59 ± 0.13 0.54 ± 0.11 0.60 ± 0.12 0.24 ± 0.05
W + HF 0 8.41 ± 2.93 1.92 ± 0.64 0.43 ± 0.18 0.05 ± 0.03
tt ( 6.1 pb) 0 3.19 ± 0.52 8.69 ± 1.42 10.46 ± 1.69 3.44 ± 0.55
Raw Bkg 0 11.24 ± 2.97 4.06 ± 0.84 1.95 ± 0.55 0.70 ± 2.17
Bkg + tt (6.1 pb) 0 14.42 ± 3.01 12.75 ± 1.65 12.41 ± 1.77 4.14 ± 2.24
Data 0 15 17 16 3

Table C.41: Summary table assuming theoretical tt production cross section for
mtop = 178 GeV/c2 for unoptimized analysis.
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Summary
Jet Multiplicity 3.5 jets

Pretags
Data 280
tt (6.1 pb) 33.29 ± 2.98

≥ 1 Tags
EW 0.67 ± 0.11
Single Top 0.59 ± 0.13
Non-W 2.24 ± 0.78
Mistags 4.60 ± 0.91
W + c 1.22 ± 0.36
W + cc 1.84 ± 0.63

W + bb 4.12 ± 1.27
tt (6.1 pb) 18.97 ± 1.98
Bkg 15.28 ± 2.56
Bkg + tt 34.25 ± 3.24
Data 39

≥ 2 Tags
EW 0.04 ± 0.01
Single Top 0.12 ± 0.03
Non-W 0.52 ± 0.32
Mistags 0.17 ± 0.03
W +HF 0.68 ± 0.23
tt (6.1 pb) 4.30 ± 0.70
Bkg 1.54 ± 0.40
Bkg + tt 5.84 ± 0.81
Data 6

Table C.42: Method 2 background calculation summary for 318.5 pb−1 in the 3.5 jet
bin. Here, the tt subtraction from the backgrounds is taken for σ = 6.1 pb.
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Summary
Jet Multiplicity 3.5 jets

Pretags
Data 280
tt ( 8.9 pb) 48.57 ± 4.35

≥ 1 Tags
EW 0.67 ± 0.11
Single Top 0.59 ± 0.13
Non-W 1.99 ± 0.72
Mistags 4.30 ± 0.85
W + c 1.13 ± 0.35
W + cc 1.72 ± 0.60

W + bb 3.85 ± 1.22
tt (8.9 pb) 27.68 ± 2.89
Bkg 14.25 ± 2.45
Bkg + tt 41.93 ± 3.79
Data 39

≥ 2 Tags
EW 0.04 ± 0.01
Single Top 0.12 ± 0.03
Non-W 0.39 ± 0.30
Mistags 0.02 ± 0.01
W +HF 0.64 ± 0.22
tt (8.9 pb) 6.28 ± 1.02
Bkg 1.22 ± 0.38
Bkg + tt 7.50 ± 1.09
Data 6

Table C.43: Method 2 background calculation summary for 318.5 pb−1 in the 3.5 jet
bin. Here, the tt subtraction from the backgrounds is taken for σ = 8.9 pb.
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C.9 Cross Check: W → lν Cross Section

As a cross-check to the tt → Wlνbbqq analysis, we calculate the W → lνX cross

section in the ≥ 0 jet bins. We do this in a rough and approximate way in order to

be sure there are no major problems.

We perform the analysis in two ways. First, we examine the effect of using the

same background fractions as the Gen4 analysis outlined in Ref [67]. This is not

strictly correct because the electron analysis had higher ET and ET/ cuts than we do

(they use 25 GeV for both, we use 20 for both).

Then, we calculate the backgrounds for our analysis cuts. The method we have

used is to calculate the electroweak backgrounds using Monte Carlo predictions and

scale factors, along with the theoretical cross sections. The Non-W backgrounds are

estimated in the same ET/ vs iso method as the tt analysis.

The Monte Carlo samples used are W → lν (for electrons, muons, and taus) and

Z → l+l− (for electrons and muons), all generated with PYTHIA. We then require

the events to pass the event selection for the tt analysis, except that we examine ≥ 0

jets.

Our results are summarized in Table C.44. We notice that the electron and muon

results are not consistent with each other. This has been seen in the dilepton channel,

and was attributed to a poor modelling of the track χ2 probability of muons.

We have repeated the analysis using a cut on the COT χ2 probability of P <

1 × 10−8. The results are outlined in Table C.45. In this table, the ratio of cross

sections for the electron and muon channels are consistent within statistical errors

(the dominant systematic is the luminosity, which is correlated between the two mea-
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surements).

The effect on the tt cross section is lessened because of the optimization cuts.

Most of the sample is tt anyway, so the effect of fake muons is smaller than the W

cross section. Using this cut, the optimized cross sections change by 0.0 pb for the

≥ 1 tag, and +0.1 pb for ≥ 2 tags. The unoptimized cross sections change by -0.3 pb

for the ≥ 1 tag, and +0.1 pb for ≥ 2 tags. The fit result changes by -0.2 pb.

We have not used this cut because the effect is small.

CEM CMUP CMX
Pretag Efficiency 0.2328 ± 0.0000 0.1313 ± 0.0000 0.0586 ± 0.0000
Lepton ID SF 0.959 ± 0.015 0.794 ± 0.015 0.954 ± 0.016
Luminosity (pb−1) 318.5 318.5 305.2

Electron Muon
ε
∫
Ldt 71.1 ± 4.4 51.4 ± 4.6

Nobserved 198940 158498
Using Gen4 Background Fractions

FBKG, Gen4 0.045 ± 0.008 0.095 ± 0.005
Cross Section (pb) 2672 ± 6 (stat) ± 166 (sys) 2788 ± 7 (stat) ± 247 (sys)

Using Gen5 Background Fractions
FNon−W 0.029 ± 0.007 0.014 ± 0.003
FZ→l+l− 0.0030 ± 0.0002 0.038 ± 0.002
FW→τν 0.036 ± 0.002 0.029 ± 0.002
FBKG, Gen5 0.068 ± 0.006 0.081 ± 0.011
Cross Section (pb) 2607 ± 6 (stat) ± 173 (sys) 2833 ± 7 (stat) ± 255 (sys)

Table C.44: Summary for W cross section calculation, without additional χ2 proba-
bility cut on muons.
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CEM CMUP CMX
Pretag Efficiency 0.2328 ± 0.0000 0.1313 ± 0.0000 0.0586 ± 0.0000
Lepton ID SF 0.959 ± 0.015 0.794 ± 0.015 0.954 ± 0.016
Muon χ2 Prob SF - 0.987 ± 0.013 0.987 ± 0.013
Luminosity (pb−1) 318.5 318.5 305.2

Electron Muon
ε
∫
Ldt 71.1 ± 4.4 51.4 ± 4.6

Nobserved 198940 143980
Using Gen4 Background Fractions

FBKG, Gen4 0.045 ± 0.008 0.095 ± 0.005
Cross Section (pb) 2672 ± 6 (stat) ± 166 (sys) 2566 ± 6 (stat) ± 234 (sys)

Using Gen5 Background Fractions
FNon−W 0.029 ± 0.007 0.012 ± 0.003
FZ→l+l− 0.0030 ± 0.0002 0.038 ± 0.002
FW→τν 0.036 ± 0.002 0.029 ± 0.002
FBKG, Gen5 0.068 ± 0.006 0.081 ± 0.011
Cross Section (pb) 2607 ± 6 (stat) ± 173 (sys) 2596 ± 6 (stat) ± 242 (sys)

Table C.45: Summary for W cross section calculation, with additional χ2 probability
cut on muons.
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Glossary

Notation Description

4.11.2 See Gen4., 86, 114, 178, 212

5.3.3 nt See Gen5., 86, 114, 177, 178, 212, 235

bhel0d High pT central electron triggered dataset., 147

bhmu0d High pT central muon triggered dataset., 147

CDF Collider Detector at Fermilab., 47

CEM Central Electromagnetic Calorimeter for CDF de-

tector., 73

CHA Central Hadronic Calorimeter for CDF detector.,

73

CLC Cerenkov Luminosity Counters., 67

CMP Central Muon Detector Upgrade for CDF detector.,

75

CMU Central Muon Detector for CDF detector., 75
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Notation Description

CMX Central Muon Detector Extension for CDF detec-

tor., 75

COT Central Outer Tracker. Drift chamber for CDF de-

tector., 68, 147

DQM Data Quality Monitoring group. This group cre-

ates a good run list based on availability of detector

components., 147

ET Jet transverse energy., 147, 188

ηdetector Detector rapidity. This is the rapidity of the phys-

ical calorimeter tower., 147, 188

η Pseudo-rapidity., 48

Gen4 CDF software version for previous PRD measure-

ment [40]., 86, 212

Gen5 CDF software version for this measurement., 86,

212

ISL Intermediate Silicon Layers. Used for linking tracks

between SVX and COT. Also for silicon standalone

tracks, 68
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Notation Description

jetCorr04b Level of jet corrections., 147, 188

Jet energy scale Energy discrepancy between data and simulation.,

58

JetClu Jet clustering algorithm for CDF detector., 57, 147,

188

L00 Layer 00. Innermost silicon detector at CDF. Used

for better impact parameter measurement., 68

ET/ Missing transverse energy. This is calculated by

negating the vector sum of the transverse energies

of the event., 142

PEM Plug Electromagnetic Calorimeter for CDF detec-

tor., 73

PHA Plug Hadronic Calorimeter for CDF detector., 73

SecVtx Secondary Vertex tagger for CDF, 83, 142

SVXII Silicon Vertex Detector. Primary silicon detector

for CDF., 68
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Notation Description

WHA Wall Hadronic Calorimeter for CDF detector., 73

ZVertexModule Simple vertex module for finding the z-vertex of the

event., 147, 188


